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Foreword

It is rare for a week to pass without the press, digital media, radio, or televi-
sion presenting an article or opinion on the future impact of new technology 
on society.

The adoption and acceleration of technology in the twentieth and now 
twenty-first centuries and the way in which it has altered our lives and envi-
ronments is not a new phenomenon. It is instructive also to remember that 
many of the advances in biology, particle physics, quantum theory, electron-
ics, computing, communications, and materials science are relatively recent. 
Decoding the human genome, discovering the Higgs boson, measuring 
gravitational waves, the micro manufacture of integrated circuits, the devel-
opment of the Internet, and the mass adoption of personal computers and 
smart phones have mainly all occurred in the past 10 to 30 years.

Surely, robotics, artificial intelligence, machine learning, the Internet of 
Things, cyber-physical systems, and the blockchain are just examples of newer 
technologies that will advance civilizations development for the good? In 
effect, the so-called 4th Industrial Revolution will continue the progress made 
by the other three revolutions where steam, electricity, and then electronics 
took society from mechanical production to mass production and then auto-
mation. In the past, comfort has been drawn from the assertion that technol-
ogy has always created more jobs than it has replaced. This has generally been 
true, although we should not forget that that job creation did not always land 
in the communities where employment had been lost.

Pertinently, Elon Musk, the CEO of TESLA, and Bill Gates, the founder 
of Microsoft, have, respectively, advocated a universal basic income and 
the taxation of robots. In fact, the majority of articles hitting our airwaves, 
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screens, and papers are concerned more with the impact of technology than 
the technology itself. What is changing, and therefore generating debate, is 
the scale and number of new technologies, with all likely to mature in just 
a few years from now. Add to this the globalization of the workforce, and 
it is far from certain that businesses and governments will easily respond 
to very significant impacts on employment generated by the 4th Industrial 
Revolution.

For businesses, if everyone is out of work, where does the money come 
from to purchase their goods and products? For governments, how can 
economies be sustained for the benefit of society if no one is paying tax? 
These are of course extremes, but make no mistake they are real issues. In 
getting to grips with these issues, a prerequisite is deep understanding of 
what the technologies are, and what they might lead to. This book, “The 
4th Industrial Revolution,” is a well-structured and intelligent account of 
the myriad of sub-technologies that make up what will for certain be the 
4th Revolution. It is based upon extensive research and presents the key con-
cepts in an easy to read format.

For business leaders, the critical question of the moment is “what tech-
nologies are emerging, and how do I change my business model and strat-
egy to exploit them, where relevant.” This book will help bring color to this 
vital strategic debate. For policy makers and legislators, the likely scale and 
impact of mass adoption of fourth generation technology is easier to com-
prehend with this book to hand.

Warwick, UK  
May 2017

Simon Ricketts
Former Group CIO Rolls Royce plc  

Senior Non-Executive Director HMRC  
Honorary Professor, Information  

Systems Management  
Warwick Business School, UK
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While writing this, I am listening to music streaming over a cloud provider to 
my wireless headphones. The passage of connection is through multiple net-
works, Wi-fi to the local home network that passes through an internet gate-
way through the Internet service provider and to the music streaming service 
hosted on the subscribe service cloud datacenter. The return connection passed 
from the mobile phone to the Bluetooth headphones in milliseconds. If I move 
to another room or building, the connection automating switches to an avail-
able mobile cellular connection service provider and the music continues as I 
move around. The mobile application is making recommendations alongside 
each music track I play. It suggested music bands that I have never listened to 
or seen before. I click on the link and soon hear a similar sounding track. How 
is it doing this? Matching similar music could be done in several ways. Machine 
learning is a phrase used in this context that may operate by processing pat-
terns of sound that follows similar characteristics processing the cloud stream-
ing music library to match similar music. On the other hand, matching could 
be through human recommendations that seeks to crowd source the knowledge 
of hundreds or thousands or even millions of previously played tracks and pref-
erences, their likes and dislikes, and comments. This could equally be manipu-
lated by human curated tracks choreographed to provide recommendations or 
codified into the machine algorithms to promote preferences. 

This machine intelligence could be used to combine both machine and 
human preferences to select music tracks that match my preferences. Algorithms 
play a role in everyday experience, the intelligence in the telecommunica-
tions network switching to optimize the service across distributed  locations.  

Preface
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In background, the mobile phone device is also managing its battery energy 
through algorithms that make localized decisions to optimize the battery life and 
update GPS location tracking. At any given moment, this mobile device might 
be interacting with me in an active manner, or passively working in the back-
ground across many events and services of which I may be unaware. To a mem-
ber of the public this behavior may appear as both magical and bewildering at 
the same time. This challenges the definition of what is “the self”, freedom and 
individual choice, and the rapidly evolving role that human-to-machine, and 
machine-to-machine, interfaces play in our lives.

As human beings, we interact with machines and objects in our envi-
ronment on a daily basis, and we are just beginning to appreciate the ever-
increasing role that machine intelligence plays in that experience. But this 
story is only part of a much wider transformation in the nature of living, 
society, and the impact on personal enterprise strategic issues in the twenty-
first century.

Warwick, UK  
May 2017

Mark Skilton
Felix Hovsepian
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This book explores the impact of recent technological changes that are mov-
ing beyond the PC, mobile and cloud computing and deeply transforming 
the physical, biological and social aspects of our everyday lives. The World 
Economic Forum has named this, the 4th Industrial era. 

Inventions previously seen in science fiction such as virtual and augmented 
reality, artificial intelligence, 3D printing, robotics, blockchain, quantum 
computing, nanotechnology to bioengineering are now changing how mate-
rials, money, products, services are made, exchanged, and consumed. This is 
set against significant challenges in the next decades with growth in global 
population, diminishing global energy, water and rising emissions. The 4th 
Industrial revolution identifies these technologies and how they are chang-
ing industry processes, smart cities, connected homes, driverless cars, wear-
ables to healthcare. But the 4th Industrial Revolution also highlights the 
paradox of these disruptive technologies and new skills which change pro-
ductivity through automation. Increasing scarcity of resources to meet popu-
lation growth demand that are affordable, secure and sustainable driven by 
that technology and connected society. The conjecture and evidence provided 
by this book exposes the need for a new kind of thinking and leadership, 
which recognizes the challenge of managing new kinds of automation that 
have occurred because of recent advances in artificial intelligence. In addi-
tion, these leaders need to contend with major transformation taking place 
in our society, as well as reconcile the paradoxes and other phenomenon that 
have arisen as a consequence of the 4th industrial revolution.

Today’s popularization and technical description of AI has been polarized 
across significant alarms from superintelligence through to complex math-

Book Structure
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ematical text books that focus on the details algorithms and mechanics of 
automation. Recent reports at a governmental level tend to be somewhere 
in-between, asking questions over the impact of automation on jobs, ethics 
and productivity of nations.

This book aims to provide a business practitioner viewpoint, of how 
advances in technology are forcing us to change the way we need to think 
about enterprise strategy, and necessity to embrace the impact artificial intel-
ligence is likely to have on emerging practices. 

In Part I: The Era of Intelligent systems introduces the 4th Industrial revolution 
themes from a practice viewpoint of technological changes that are reshaping 
business, personal experience and the rise of emerging intelligent systems. The 
aim is to orient the reader toward today’s pragmatic considerations of AI and 
new technology disruption in their immediate organization and markets.

We provide a primer of the key terminology and emerging concepts in 
machine learning and artificial intelligence that is necessary in navigating this 
new era of intelligent systems. We include a historical context to example how 
computing science and cybernetics to help demystify the origins of artificial 
intelligence.

Part II: Intelligent agents, machine learning and advanced neural networks we 
explore the foundations of agents and intelligent agents and the multi-agent 
systems components. We then take machine learning a key component of 
agents and develop the foundations of machine learning life cycle in practice. 
The final chapter in this section then takes the reader into advanced neural 
networks which is the current prevailing tend in machine learning and a solid 
grounding in the theory.

Part III: The Cross-cutting Concerns of Artificial Intelligence  explores the cross-
cutting impacts of how artificial intelligence is how the internet works; the 
cyber security and privacy, to the issues of ethics impact on society and the 
essential issues of climate change, population growth, resources and global 
energy growth.

We conclude the book with real case studies of how artificial intelligence is 
being used in business and reflections of where the future of artificial intel-
ligence may be heading. This includes a novel approach the cognitive horizon 
to describing how innovation and invention to aid practitioners in developing 
roadmaps for artificial intelligence adoption and exploitation as a new phe-
nomenon in the 4th industrial revolution.
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The book provides sources to references of several current leading aca-
demic and industrial publications and reports, notably in the field of the 4th 
Industrial revolution and artificial intelligence.

The book seeks to appeal to practicing professional and academic audi-
ences seeking examples of how leading practitioners are observing the prac-
tical impact of artificial intelligence and the wider consequences to their 
industry and society. The focus of the text is to formulate current defini-
tions of key terminology and identify key practical lessons learnt that can be 
applied to industrial and company strategy when planning and using auto-
mation concepts and solutions to achieve successful outcomes.
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The Era of Intelligent Systems
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Introduction

Technological advance through history predates the recent digital era and 
computers to previous centuries that saw radical change in political and social 
beliefs, as well as the spread of political power and material wealth through 
changing technological development in society.

Technology has traditionally been defined as the way in which scientific 
knowledge evolves in the production of goods and services or in achieving 
goals using tools and techniques to achieve outcomes. The term “technol-
ogy” originates from the sixteenth century use of the Greek word tekhno-
logia “systematic treatment” and tekhnē “art, craft” and logia “-ology” [1]. 
The late renaissance period in Western Europe saw great progress in the arts 
and science, as well as social upheaval bridging the middle ages and modern 
history. Technology changed human skills-sets, we learnt how methods and 
processes were deployed to wield natural resources and gain advantages in 
competition and acquisition. The limitations of human mechanical strength 
and the discoveries of fire, metals, and enlightenment [2] brought the devel-
opment of tools that assisted or substituted human effort.

Machines were constructed in order to provide a means for humans 
to operate and achieve certain tasks, or to replace the human effort in its 
entirety. Machinery consumed and converted energy provide by mechanical, 
chemical, thermal, electrical, or other means to convert work from one state 
to another. This evolved from personal and local use into a phenomenon 
that transformed society and the industrial economy.

1
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The noun ‘industry’ stands for the production of goods or services 
through technology and commercial organizational advances, and ‘indus-
trialization’ stands for the development of industries on a wide scale. The 
development of scientific knowledge and technology were essential for the 
emergence of industrialization, which in western cultures happened around 
the 1770s. The change from an agrarian society, based on agriculture and 
human social organization, to an industrial one based primarily around 
industry, has since become to be known as “The Industrial Revolution” [3].

The period from the late 1770s to the present day would witness a five-
fold rise in global population, and a tenfold rise in GDP wealth, rates that 
were unheard of prior to the 18th century [4].

Most noticeable would be the shift in growth rates between the Western 
and Eastern economies; however, they are both converging in this informa-
tion age and thereby helping to ignite the 4th Industrial Revolution, which 
we explore in the next section.

This chapter we shall discuss the following topics:

• The four Industrial Revolutions
• The transformations of energy and computation
• The foundations of Industrie 4.0 and cyber-physical systems

The Four Industrial Revolutions

The industrialization of the west and east of the global is a story of social and 
economic development that took divergent paths driven by geography and local 
regional power that grew with technological. It is generally accepted that the 
term “Industrial Revolution” refers to the period from the 1770s to the middle 
of the 1870s, where technological change enabled humanity to harness mechan-
ical and electrical forces for its own endeavors. As a result, there were many 
changes in manufacturing and production methods, and working practices, 
which created new modes of transportation and provided a new kind of infra-
structure for much of society. While its genesis in the west was in Great Britain, 
transforming it and its empire into the workshop of the world [5], within a cen-
tury it had spread to the new world and through Asia and Pacific (see Fig. 1.1).

The term Industrial revolution first came into the lexicon of thought 
in 1799 [6]. By the end of nineteenth century, human society would wit-
ness world population double to 1.6 billion, a rapid rise in global GDP, 
and new inventions of electricity, mass production and globalization that 
we recognize today. The first few decades of the twentieth century saw the  
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conflict of world war, and rapid changes in global power as west met east, 
the dawn of nuclear power and electronics. These transformations insti-
gated the third revolution of information systems, and the automation of 
manufacturing and production. The geographical and time zone boundaries 
shrunk as telecommunications and new enlightenment in biology, minia-
turization, transportation, media and engineering spread to consumerization 
and commercial acceleration through the twentieth century. The drivers for 
the latency with which the Asian markets, China and India in particular, 
arrived at industrialization were mainly due to geopolitics, proximity of a 
labor force and natural resources as well as colonization. In the case of India, 
it was a massive source of cotton and indigo that became a huge market 
resource for the products of the industrial revolution. The colonization of 
India provided huge capital funds to the British Empire, whose corporations 
and control of the shipping routes at that time prevented inward investment 
in India for its own industrial development [7]. Both India and China where 
affected by other factors including domestic political and military upheavals 
during the 1700s while Europe was going through scientific developments. 
China had other impacts of a large geographical country with a larger popu-
lation of manual labor and relative isolation from trading marketing with 
other parts of the world. As recent as the 1960s, over sixty percent of the 
Chinese population worked in Agriculture [8]. It was not until the mid-
twentieth century that industrialization at scale arrived in China to meet 

Fig. 1.1 West–East dynamics of Industrial Revolution
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the needs of a rapidly growing domestic population and agricultural famine, 
driven by the Maoist Great Leap Forward plan in the cultural revolution of 
the People’s Republic of China [9].

In recent times the technologic genius of humans is perhaps most visibil-
ity illustrated by the ability to break free of the earthly boundaries as seen in 
the space race. From the first earth orbiting satellite Sputnik in 1957 [10] 
during the dawn of the space age to manned mission landing on the moon. 
Robotic satellites have now visited all planetary bodies in the solar system, 
and reached out to the outer edges of the solar system in the Oort cloud of 
interstellar space with the Voyager space craft launched in 1977 [11]. All this 
achieved in the 3rd Industrial revolution.

This revolution, which started from manufacturing, will create more 
capital and enable humans to accumulate more wealth to drive economic 
growth, is perhaps moving from technology to one based on knowledge and 
accelerated social change [12]. No longer is technical automation a trans-
formation from one energy to another at a faster rate as we saw in the steam 
and electrical revolutions of the eighteenth and nineteenth centuries. We 
can look back at the twentieth century as a kind of preparation, a prelude 
to a new era with the digital revolution laying the ground for electronics 
and computing that would spread knowledge and ideas built on the earlier 
industrial revolutions.

The Fig. 1.2 illustrates the major trends of change that are appar-
ent in the transitions from the 1st Industrial revolution to the present day 
4th industrial revolution and decades ahead. These can be summarized to 
include the movement of globalization through mechanical, electrification,  

Fig. 1.2 The four Industrial Revolutions
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petrochemical combustion and the internet digitization. A second trend is the 
harnessing of transformation of energy for work; the third, the rise of machin-
ery automation that would enable mass production and the creation of mech-
anisms that exceed human limitations and the creation of new science and 
insights. There is a trend here, because the changes that we see through the 
eras have associated with them consequences for social interaction and societal 
values, which must evolve with the advent of new technology.

The 1st and 2nd Industrial Revolutions

Prior to mechanization, human endeavor was driven by hand and animal 
stock to build, work the land and travel. Mechanical action from water, 
wind and fire had been used for thousands of years, from the sales on a ship 
to the water wheel.

The first steam engine was built by Thomas Savery in 1698 in England, 
called the Savery engine, [13] it was used to pump accumulated water up 
from coal mines but had limited application, because it used atmospheric 
pressure and worked against the vacuum of condensed steam to draw water. 
It could not be more than 30 feet above the water level and therefore had to 
be installed down in the mine shaft itself. It was not until 1712 that Thomas 
Newcomen developed the first commercial steam engine based on a piston 
design. It could lift ten gallons of water from a depth of 156 feet that repre-
sented 5.5 horse power [14]. The jump from vacuum pressure, to mechanical 
kinetic energy, to continuous rotary movement did not occur until 1781 with 
the advent of James Watt’s revolutionary design for his steam engine. This 
ten-horsepower engine enabled a wide range of manufacturing to production 
and agricultural machinery to be powered. This ushered in what is described 
as the 1st industrial revolution, because it enabled production of mechani-
cal energy from thermal energy generated from combustion of chemical and 
oxygen, which could be applied to a range of movement and processing. It’s 
revolution was the ability to harness mechanical energy on-demand without 
the use of human or livestock intervention. It enabled humans to work more 
effectively using mechanical energy that ranged from fixed stationary pumps, 
crane lifts and mills to locomotion in the form of trains and horseless car-
tridges; moreover, it signaled the beginning of mechanization.

By 1886, steam engines were capable of developing 10,000 horsepower, and 
were used to large scale ocean steam ships and long range industrial locomo-
tive apparatus [15]. But around that time the 2nd Industrial revolution had 
already begun to arrive with the advent of industrial scale electrification and 
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electric motors; the advent of petrochemical combustion engine and the early 
prototype for the modern gasoline engine enabled Gottlieb Daimler to build 
the first automobile in 1885 [16].

Beyond the Digital Revolution

The 3rd industrial revolution has been defined as the digital revolution that 
began with micro-electronics and semi-conductor developments in the mid 
1950s through to the early 1970s, which saw the first very-large-scale inte-
gration (VLSI) processes create integrated circuits (IC) by combining thou-
sands of transistors into a single chip [17]. The integrated circuit expedited 
the move from mechanical and analogue technology to digital electronics, and 
fundamentally changed (by orders of magnitude) the digitization of informa-
tion and instigated pervasive computing. This ushered in the age of informa-
tion technology at an industrial scale with enterprise computing from IBM, 
Hewlett Packard, Microsoft, Sun Microsystems and a plethora of others driv-
ing rapid expansion into automated services and production. Developments 
in telecommunications led to the inception of the Internet by the 1990s that 
in the following decade saw the ground work laid for global data centers and 
the emergence of search engines, online marketplaces, social media and mobile 
devices by Google, Amazon, Apple, Facebook, Twitter and a legion of others, 
that spread the digital revolution to all corners of the globe and industries.

The 3rd Industrial revolution connected people and industries on a 
unprecedented scale. This information technology scope included con-
nected devices and industrial scaling of telecommunications infrastructure, 
and the phenomenon of massive computing both at the data center scale 
and micro-miniaturization and commoditization of mobile cell phones. The 
birth of the World Wide Web brought with it a new syntax and protocol 
that enable machinery to “talk” to each other and with humans. The rapid 
advances in spectrum and bandwidth investment provided links to busi-
ness enterprises and cities, to the transportation, energy, and utility network 
infrastructures. Digital Marketplaces and digital workforces became possible, 
“hollowing out the internet”, meaning that businesses and people could con-
nect and exchange products and services. Scott McNealy, the chief executive 
of Sun Microsystems in 1999, famously remarked, “You have zero privacy 
anyway. Get over it [18].” This was a realization that internet enabled access 
(and personalization) would also collect your data and activities. The term 
“hollowing out” is now viewed with concern, the rise of automation and 
globalization has an impact on lower and middle-class jobs, creating what 
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some observers describe as a “digital divide” in the inequity of internet access 
and monopolization of the large. These social issues are perhaps the real 
consequence of the rapid changes brought on by digitalization. Technical 
advances in materials science, new manufacturing techniques, machine intel-
ligence, biological research, as well as changes in medical and healthcare 
have enabled developments within the 4th revolution that have the potential 
to change whole industries and human experience. We will explore some of 
these changes in the chapters that follow.

The 4th Industrial Revolution

The 4th Industrial Revolution (4IR) is described in the 2016 book by Klaus 
Schwab, Founder and Executive Chairman of the World Economic Forum 
[19], as a culmination of emerging technologies fusion into the physical and 
biological worlds the likes of which has not been seen before (See Table 1.1).

Industrie 4.0

The earlier version of this description with a similar namesake had been the 
Industrie 4.0 or Industrial 4.0 and the Industrial Internet of things (IIoT) 
developed four years earlier in 2010 by the German Government [20]. In 
2006, Helen Gill at the American National Science Foundation (NSF) [21] 
coined the term Cyber-Physical Systems (CPS), which was born in the realm 
of machine-to-machine automation that lead to the Smart Factory. This is now 
viewed as part of the 4th Industrial Revolution and is part of a wider reshaping 
of all industries and a new genre of economic, social and societal change.

By 2014 the German federal government supported this idea by announc-
ing that Industrie 4.0 will be an integral part of their “High-Tech Strategy 

Table 1.1 Definition of the 4th industrial revolution

Definition: The 4th Industrial Revolution (4IR)

“The fourth industrial revolution, however, is not about smart and connected 
machines and systems. Its scope is much wider, Occurring simultaneously are waves 
of further breakthroughs in areas ranging from gene sequencing to nanotechnol-
ogy, from renewables to quantum computing”

“It is the fusion of these technologies and their interaction across the physical, digi-
tal and biological domains that make the fourth industrial revolution fundamen-
tally different from previous revolutions”
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2020 for Germany” initiative, aiming at technological innovation lead-
ership of the German economy. In 2016, research initiatives in this area 
were funded with 200 million euros from governmental bodies [23] (see 
Table 1.2).

Internet of Things

During the 1970s factory production systems began to adopt ideas from 
Computer Integrated Manufacturing (CIM), Just-in-Time (JIT) and Theory 
of Constraints (ToC). This evolved rapidly with various quality manage-
ment fads as well as advances in computer processing, storage and Computer 
Graphics rendering in engineering CAD and CAM systems, together with the 
desire to connect with various enterprise and SCADA process control systems.

The concept of Internet of Things originated with the concept of 
“Ubiquitous Computing” at Palo Alto Research Center (PARC) by Mark 
Weiser [24], during the 1990s. Nearly ten years later, Kevin Ashton [25] 
coined the term “Internet of Things” (IoT), during the development of 
Radio Frequency ID (RFID) tagging and feedback loop optimization, for 
Proctor & Gamble’s supply chain management.

By the early 21st century the fusion of these ideas enabled the customer to 
manage assets from the factory to their not just the production of goods, but 
also asset management from design, manufacturing through to delivery.

The term IoT subsequently evolved and by 2014, by which time it included 
a spectacular variety of sensors and devices, ranging from piezoelectric, solar 
panels, thermoelectric and a multitude of others, causing much confusion with 
the use of term “Internet of Things”. For example, General Electric (GE) have 
challenged the current Consumer IoT focus, which is seen as populist notions 
of consumer home appliances and voice control services, as a limited view of 
the customer centric experience of connectivity and automation that use sen-
sors and smart products [26]. GE further developed the discussion around 
the Industrial Internet where the focus is on the Industrial Internet of things 
(IIoT) that has given rise to a more effective minimum viable product (MVP). 
Moreover, this approach covers the whole life cycle [27] beginning with 
design, development, manufacturing through to delivery and services.

Table 1.2 Definition of Industrie 4.0

Definition: Industry 4.0 (I4.0)

The convergence of industrial production and information and communication 
technologies. Industrie 4.0 relates to the convergence of Internet of Things (IoT), 
the Internet of People (IoP), and the Internet of Everything (IoE) (22)
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Recent classifications of IoT have been a key enabler in connecting tril-
lions of assets, smart wearables for connected life-styles and health, to the 
future of smart cities and connected driverless transport. Concerns are 
growing over issues related to cyber-security and personal data collections. 
Table 1.3 provides some of the current definitions in use by Industrial, retail 
and telecommunications organizations in IoT.

The growth of IoT sensors, low power pervasive networks and advanced 
data collection techniques have accelerated the development of machine 
learning systems that use neural networks. This is mainly due to the widely 
available training data, such as text, images and spoken languages that have 
become available at sufficient volume and reasonable cost.

Cyber-Physical Systems

These concepts developed ideas in connected systems, and the role of organiza-
tions as complete system of systems [28, 29]. Within CPS, they evolved into 
the notion of CPS-VO (Cyber-Physical System Virtual Organization). CPS-VO 
recognizes the holistic nature of real-world systems and the need for physical 
and digital integration to work symbiotically with the organization itself, as well 

Table 1.3 Definitions of Internet of Things

Definitions: Internet of Things (IoT)

Industrial Internet (II), Industrial Internet of Things (IIoT)
The automation and communications network of smart embedded and external 

sensors and machines representing an intelligent industrial factory and supply 
chain lifecycle

Internet of People (IoP)
The personal data and human centric network of products and services. The focus is 

on privacy and personal-centric internet
Internet of Things (IOT)
Sensors and actuators embedded in physical objects, which are connected to the 

Internet
Critical – Internet of Things (C-IoT)
Sensor networks and systems relating to critical infrastructure at a corporate and 

national level. It refers to the control, security and robust design features of plat-
forms that support mission-critical systems from on-board controls for automated 
vehicles; medical automation in surgery and cancer research to national energy 
and utility infrastructure

Massive-Internet of Things (M-IoT)
The huge growth of usage data and sensors at “the edge” of local, personal and 

internet network services. It refers to the scale and magnitude of large datasets 
generated and the unique characteristics of platforms able to handle and oper-
ate with hyperscale data generated by massive-IoT such as mobile, social media, 
wearables to municipal city and transport services
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as other systems and operations inside and outside the organization, in what 
could be considered to the connected supply chain networks (Table 1.4).

CPS embodies several key concepts to be found in Industrie 4.0:

Digital Twin Model tight integration: The creation of a digital model with sen-
sor-feedback actions typically in, or near, real-time. The critical concept is that 
the physical asset, interaction and behavior, are digitally modelled and con-
nected through external or embedded sensors with the physical system.
Outcome driven: Overall system properties that are cross-cutting concerns 
about the total CPS status within its organization or as a working subsystem 
(such as an onboard connected car platform for example) that has responsi-
bilities for safety, efficiency, and secure operation of the overall system.
Automated machine to machine: A Level of automation that may include inter-
action with humans, but more typically involves autonomous operations 
between machine to machine.
Total Cost and Operational Lifecycle TCO LC: Integration of the life-cycle of 
the system and its various states of maintenance and connection to other 
systems and resources. Typically, both the capital expenditure (CAPEX), 
and operational costs of running and support operational costs (OPEX), 
which together combine to a complete total cost of operational expenditure 
(TOTeX) model of operation is considered the scope of the CPS.

CPS systems have grown most rapidly in the Digital Manufacturing and 
Smart factory concepts within Industry 4.0. It is predominately about con-
nected factory automation and self-management of the subsystems and the 
overall automation of the factory and its operations. Similar initiatives with 
the Future of Manufacturing in the European Union and Manufacturing 2.0. 
[32] (around 2007) had similar initiatives, but originated from Demand-

Table 1.4 Definition of Cyber-Physical Systems (CPS)

Definition: Cyber-Physical System (CPS)

Is a system that integrate cyber components (namely, sensing, computation, and 
human users), connecting them to the Internet and to each other. It is the tight 
conjoining of and coordination between computational and physical resources 
called a digital twin (the physical assets, components, energy, materials, interfaces) 
and the cyber representation of the physical system (the software, digital data, 
usage, sensors that enables higher capability, adaptability, scalability, resiliency, 
safety, security, and usability [30]

“Such systems use computations and communication deeply embedded and inter-
acting with physical processes to add new capabilities to the physical system. These 
CPS range from miniscule (Heart pace makers) to large-scale (the national power-
grid)” (CPS-Summit 2008) [31]
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Driven Value Networks (DDVN), concepts that perpetuated as recently as 
2014, and were from the Web 2.0 era of web services messaging across a sup-
ply chain network [33].

The concept of CPS has grown to include new human-computing 
Interactions (HCI) and the combination of Internet of Things embedded 
technologies of sensors and devices, into machine to machine (M2M) auto-
mation and embedded systems into product-service systems (see Table 1.5).

The concept of CPS, of tight digital twining of technology and the physi-
cal and biological domains, has evolved from its origins in manufacturing 
into many other industries at the small and large scale.

Micro-and Nano Scale Technology

New technologies have developed at the micro-scale and nano-scale physical 
materials in nanotechnology and miniaturization. 3D printing, also known 
as additive manufacturing [34] is a key example of digital control systems 
that manipulate molecular level composites.

Nanotechnology [35] is a field that is concerned with the manipula-
tion of atomic and molecular levels through the use of advances in electron 
microscopes (scanning tunneling Microscope) and nanoparticles, such as 
Buckminsterfullerene’s (buckyballs) or Fullerenes carbon molecules [36]. 
The development of several new fields of science, engineering and medical 
engineering became possible through direct control of matter at the atomic 
and molecular level, such new surface materials, nanotubes materials, semi-
conductor design, microfabrication and molecular engineering.

Table 1.5 Definition of Human Computing Interaction HCI and Machine to Machine 
M2M

Definition: Human-Computer Interaction (HCI)
researches the design and use of computer technology, focused on the interfaces 

between people (users) and computers. Researchers in the field of HCI both 
observe the ways in which humans interact with computers and design technolo-
gies that let humans interact with computers in novel ways

Definition: Machine to Machine M2M
The direct communication between devices using any communications channel, 

including wired and wireless. This includes machine sensors to collect and provide 
data on machine performance and software that can use this data to modulate 
itself and/or other machines automatically to achieve some goal. A key feature 
of M2 M is automation that excludes human intervention but may be part of a 
process for HCI
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This field is closely associated with bioengineering [37] and genetic engi-
neering [38] that involves the creation and manipulation of genes to bio-
medical engineering of organs, prosthetics and many neuro, immune, 
cellular, pharma and biochemistry manipulation and applications. 
Developments in gene therapy, genetically modified crops (GMO) using 
biotechnology to manufacture and control biological processes.

Macro Scale Technology

At the macro scale, new technologies can be found as a development of con-
nected systems across many industries. These include a plethora of grow-
ing use cases in embedded sensor controlled components found in mobile 
cell phone devices, connected home appliances, connected automobiles to 
human wearables, bioimplants for pacemakers, patient care monitoring to 
crowd surveillance in cities, airports and sports grounds.

The wider landscape of cooperating Internet of Things, people and places 
through devices and systems will include next-generation power grids, new 
retail delivery supply chains, new open banking systems, future defense sys-
tems, next generation automobiles and intelligent highways, flexible robotic 
manufacturing, next-generation air vehicles and airspace management, and 
other areas, many of which are as yet untapped.

The New Fusion of Physical, Digital 
and Biological Domains in the 4th Industrial 
Revolution

These new technologies have generated new kinds of interaction from the 
macro, the micro and nano levels (see Fig. 1.3).

Fusion is the key, in which the digitization and information coupled to 
feedback loops have enabled new kinds of IoT machine and Human gener-
ated data.

The phenomenon of the 4th Industrial Revolution sees both human and 
machine intelligence as becoming increasingly intertwined.

In the next chapter, we will explore the types of technologies that are 
integrating physical materials, locations and machines with biological pro-
cesses, human physiology and psychology. The fusion of physical, digital and 
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biological domains with various new kinds of technologies are now able to 
interact in an intelligent manner, and thereby generate new forms of intel-
ligence. This is the key concept that makes this an industrial revolution – the 
4th Industrial Revolution.

Harnessing the Transformation of Energy

1st Industrial Revolution

The term “horsepower” is defined as a description of energy needed to lift 
an average body weight of 75 kg by 1 meter in 1 second. The first com-
mercial steam engine, the Newcomen steam engine in 1712 could produce 
5.5 mechanical horse power. The James Watts steam engine (around 1765) 
introduced the first rotary piston that became a key design moment in the 
industrial revolution and produced 10 horse power [39].

James Watt used the term horsepower to demonstrate the efficiency 
that resulted from artefacts engineered using steam. The term horsepower 
and Watts as units of power, illustrate a feature that we see time and again 
in the translation of one era to another, that have a cultural overhang 
from the vocabulary and mindset of the early generation, in the first case 
the horse. Even today the term Watt hearkens back to an earlier progeni-
tor of Steam.

Fig. 1.3 The new fusion of the 4th industrial revolution
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3rd Industrial Revolution

In 1969, the Saturn V Launch Rocket that took NASA astronauts to the 
Moon had five engines with a combined thrust of 7.5 million pounds, 
equivalent to 160,000,000 mechanical horsepower, 500,000 sports cars, or 
543 jet fighters [40].

The current world’s largest Nuclear Power station located in Japan, the 
Tokyo Electric Power Co.’s (TEPCO) Kashiwazaki-Kariwa, has seven boil-
ing water reactors (BWR) with a gross installed capacity of 8,212MegaWatts 
equivalent to 11,012,000 mechanical horsepower [41].

The most powerful Nuclear bomb was the U.S.S.R.’s Big Ivan Bomb–a 
multistage RDS-220 hydrogen. On Oct. 30, 1961, Mityushikha Bay 
Nuclear Testing Range, Arctic Sea, it generated and average power of 5.4 
yottawatts, approximately 1.4% of the power output of the sun. The blast 
was 10 times greater than all the munitions set off during World War II and 
destroyed everything within a 40-mile radius of epicenter. This is equivalent 
to 5.4 x 1024 watts or 39.1 x 1028 xenotta mechanical horsepower [42].

The 4th Industrial revolution will harness a range of energy sources that 
will become critical for enabling the connected digital society, addressing the 
massive growth in population and their demand on resources, as well as hav-
ing to deal with the increases in climate change threats. 

In “Part III Cross-cutting Concerns”, we shall discuss the paradoxes and 
challenges that ensue from the 4th industrial revolution.

Harnessing the Transformation of Computation

The game of chess has long been held as an example of intelligence and in 
the 20th century became the first great public test for artificial intelligence 
versus the human.

The history of chess can be traced back nearly 1500 years. The earliest 
origins are believed to have originated in Eastern India, c. 280–550 [43] 
in the Gupta Empire [44]. By the 6th Century was known as chaturaṅga 
(Sanskrit: ), literally four divisions [of the military]—infantry, cavalry, 
elephants, and chariotry, represented by the pieces that would evolve into 
the modern pawn, knight, bishop, and rook, respectively.The game reached 
Western Europe and Russia by at least three routes, the earliest being in the 
9th century. By the year 1000, it had spread throughout Europe [45]. The 
old form of chess that originated in this period was known by the Arabic 
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work Shatranj, in Middle Persian Sanskrit chaturanga ) meaning catuḥ: 
“four”; anga: “arm”. Western culture through the Persians, Greeks and India 
via the Persian Empire. Around 1200, the rules of shatranj started to be 
modified in southern Europe, and around 1475, several major changes made 
the game essentially as it is known today [46].

The game indirectly led to the rise of wisdom and the documentation of 
Knowledge. A famous example of this is the Libro de los Juegos, (“Book 
of games”), or Libro de axedrez, dados e tablas, (“Book of chess, dice and 
tables”, in Old Spanish) was commissioned by Alfonso X of Castile, Galicia 
and León and completed in his scriptorium in Toledo in 1283, is an exem-
plary piece of Alfonso’s medieval literary legacy. This was part of the search 
for wisdom by the Spanish King Alfonso X, also called Alfonso the Wise 
[47]. Alfonso was instrumental in the formation of an academy where 
learned Jews, Muslims, and “Christians” could collaborate. To facilitate their 
work, the king created and financed one of the world’s first State libraries.

In 1947, the world’s first chess computer programs were developed by the 
British World War II codebreakers at Bletchley Park. Members of that team, 
Shaun Wylie along with Donald Michie designed an early form of computer 
program called “Machiavelli” which competed against a program designed 
by Alan Turing called “Turbochamp”. Both were paper based programs as 
there was no software or hardware available at that time that could run the 
programs [48].

In 1996, IBM developed Deep Blue, a super computer of it’s time, that 
became famous for the first computer chess playing system to win both a 
chess game and a chess match against a reigning world champion, Gary 
Kasparov, under regular time controls.

After initially defeating Deep Blue in 1996, Kasparov issued a rematch 
challenge for the following year. To prepare, the team tested the machine 
against several Grandmasters, and doubled the performance of the hardware.

A six-game rematch took place in New York in May 1997. Kasparov 
won the first game but missed an opportunity in the second game and lost. 
Kasparov never recovered his composure and played defensively for the 
remainder of the match. In the last game, he made a simple mistake and 
lost, marking May 11, 1997, as the date on which a World Chess Champion 
lost a match to a computer [49].

Technical specification of Deep Blue at that time in 1996 was an IBM 
RS/6000 SP parallel supercomputer Thin P2SC-based system with 30 
nodes, with each node containing a 120 MHz P2SC microprocessor, 
enhanced with 480 special purpose VLSI chess chips. Its chess playing pro-
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gram was written in C and ran under the AIX operating system. In June 
1997, Deep Blue was the 259th most powerful supercomputer according 
to the TOP500 list, achieving 11.38 GFLOPS on the High-Performance 
LINPACK benchmark [50]. By joining special purpose hardware and soft-
ware with general purpose parallel computing, the team developed a system 
with a brute force computing speed capable of examining 200 million moves 
per second – or 50 billion positions – in the three minutes allocated for a 
single move in a chess game, with a typical search to a depth of between six 
and eight moves to a maximum of twenty or even more moves in some situ-
ations [51].

Deep Blue was the fastest computer that ever faced a world chess cham-
pion. Today, in computer chess research and matches of world class players 
against computers, the focus of play has often shifted to software chess pro-
grams, rather than using dedicated chess hardware. Modern chess programs 
like Houdini, Rybka, Deep Fritz, or Deep Junior are more efficient than 
the programs during Deep Blue’s era. In a November 2006 match between 
Deep Fritz and world chess champion Vladimir Kramnik, the program ran 
on a personal computer containing two Intel Core 2 Duo CPUs, capable of 
evaluating only 8 million positions per second, but searching to an average 
depth of 17 to 18 plies in the middlegame thanks to heuristics; it won 4-2. 
[52].

Successors to Deep Blue have added more processors and decreased power 
requirements. Blue Gene, a more recent product of IBM research improves 
performance by a factor of 100 over Deep Blue. In March 2005, Blue Gene 
had reached peak performance of more than 100 teraflops, capable of doing 
simulations that used to take hours in nanoseconds. But Blue Gene, for all 
its computational skill, occupied up to 20 refrigerator-sized racks and con-
tinued to consume massive amounts of power, although considerably less 
than Deep Blue.

The fastest Super computer in the world in 2017 is currently the Sunway 
TaihuLight in the National Supercomputing Center in Wuxi, China. It 
has 10,649,600 Cores and been measured with a peak processing speed of 
125,435.9 TFLOPS and 15,371 KW Power consumption [53].

IBM have recently been reported to be developing the next generation 
Supercomputer with a peak performance speed of 200 PFLOPS by 2018 
[54].

By comparison, an Apple iPhone7 plus with a A10 quad core System on 
a Chip (SoC) has been reported to rate at between 47GFLOPS and greater 
than 1 TFLOP performance, or something like having four Deep Blue super 
computers in your hand depending on how you benchmark it [55].
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Our human brain runs on no more than 20 watts of power equal to the 
refrigerator bulb. The Average Human Adult consumes 100 Watts of energy 
by the brain only covert 20% of that, 20 Watts [56].

The 4th industrial revolution will be a scale of computational power lead-
ing to astonishing possibilities of data and intelligent processing scale. We 
are as the cusp of what some call the “post Moore’s Law” revolution that rep-
resenting the doubling of processing chips using silicon coming to an end. 
We explore this phenomena in later chapter as the new technology of the 
4th industrial revolution.

After the Apollo Moon Landing Era

In W. David Woods 2011 book, “How Apollo Flew to the Moon” he pre-
sents details of NASA’s planning and engineering rocket science; eloquently 
explained the climax of an era that was at the cusp of the 3rd industrial 
revolution. “The 12-year Apollo lunar exploration program (1961 through 
1972) occurred during the second half of a transformational period between 
the end of W-W-II (1945) and the demise of the Soviet Union in 1991, a 
period of major technological, political, economic, and cultural dynam-
ics. Technologically, the digital computer was in its infancy, yet automation 
and robotics were clearly imminent. The Apollo astronauts were required to 
bridge this gap, as humans capable of using a computer to assist in manu-
ally operating the vast array of systems, techniques, and procedures necessary 
to leave the earth, fly to the Moon and explore the surface of the Moon, 
and safely return. The crew had to operate the hardware manually because 
computers did not yet have the reliability or capability necessary to oper-
ate autonomously and by the nature of the design strategy, Mission Control 
Center (MCC) did not really “control” the spacecraft either. At any point in 
the mission, the crew had to be prepared to operate on their own without 
any contact from Earth, using only the equipment and computers on board, 
together with pre-calculated maneuver data” [57].

Achieving such goals was driven by the belief that technology innova-
tion would be able to reach such heights, whereas the ability to solve the 
real-world challenges of complex problems would require the human as 
interpreter and go between. The idea of the automatic machines that could 
perform such tasks was well advanced, yet the reality in practice fell to the 
ingenuity, bravery and the ability to organize humans and activities effec-
tively [58].
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The 3rd Industrial revolution of digital computation and the rise of 
knowledge in materials, physics and biological processes was racing ahead, 
opening up new frontiers of possibility but presenting new challenges and 
skills to learn. Over 400,000 people worked on the Apollo program and 
ranks as one of the great engineering achievements in human history [59].

The Shuttle, international space station and the grand tour of the planets  
by robotic satellites demonstrated our ability to orchestrate a multitude of 
interdependent tasks, involving technology and other resources to achieve 
such ambiguous goals. However, it was reaching the moon that marks our 
crowning achievement of what is possible, when we adopt new thinking, 
ways of working, and the utilization of connected technology to solve prob-
lems thought impossible. Moreover, it clearly showed that such skills would 
be essential in the future to meet other grand challenges and overcome them.

“Apollo was the combination of technologies, none of which was particularly 
dramatic. Combining it was the achievement. This was a bunch of people 
who didn’t know how to fail. Apollo was a triumph of management, not engi-
neering” [60].

It is important to remember just little computational power the 
computers of the “Apollo era” had when compared to today’s laptops 
and mobile computing devices. It has been often cited that the total 
onboard computing power was less than a washing machine of present 
day standards [61]. The Saturn V for example, had two Apollo Guidance 
Computers (AGU), one mounted on the control panel of the Command 
Module Capsule and another in the Lunar Landing Module (See 
Fig. 15). The AGC was one of the first integrated circuit-based digital 
computer designed by the MIT Confidential Instrument Development 
Laboratory (later named the Charles Stark Draper Laboratory in honor 
of the American scientist and engineer who pioneered the inertial naviga-
tion and the AGC).

The AGC ran programs for guidance, navigation and control of the 
spacecraft and approximately 64k of memory made up of 16-but word 
length, 2048 words RAM (magnetic core memory read-write) and 36,864 
words ROM made from wires weaved through magnetic iron cores. 
Astronauts communicated with the AGC using a numerical display and 
keyboard called the DSKY. Instructions could be entered using verbs and 
nouns by the astronaut as machine code and the unit ran a program called 
Luminary, written in a language called Mac (MIT Algebraic Compiler). 
The AGC is regarded as the world’s first embedded computers [62].
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In passing from the 3rd industrial era to the 4th industrial era we have 
encountered many such challenges, although many of the goals were not as 
lofty as reaching the moon. The “spin-offs” that went into industry and society 
from the Apollo program included examples such as fuel cells, inertial guid-
ance systems, fire-retardants and cooling garments for firefighters, freeze-dried 
foods for military and survival use. It was perhaps the microelectronics of elec-
tric circuits that was the most significant contributor to many innovations after 
the Apollo program. These included the video, lasers, the Personal Computer, 
the Graphical User Interface and mouse controller to the mobile cell phone.

The World in 2050

In a 184-page report by the National Academies of Sciences, Engineering, and 
Medicine (NASEM) was produced in 2017, which was co-chaired by Professors 
Erik Brynjolfsson, an economist at the Massachusetts Institute of Technology’s 
Sloan School of Management, and Tom Mitchell, a computer scientist at 
Carnegie Mellon University. The report described the issues faced by the job 
market and the impact on employment, as a result of advances made in A.I. dur-
ing recent years. The key findings of the study concluded that “advances in infor-
mation technology (IT) are far from over, and some of the biggest improvements 
in areas like artificial intelligence (AI) are likely still to come. Improvements are 
expected in some areas and entirely new capabilities may emerge in others.” [63] 
Brynjolfsson and Mitchell discussed the finding of the report that describe new 
forms of business on-demand models from Uber, Lyft to Etsy, eBay and a myr-
iad of other types of human “contract by internet” services. More notable was 
the rise of Artificial intelligence as a new force of change in the way jobs and 
tasks could be automated and transformed in new ways. Machine algorithms 
and deep neural nets where being used across various industry sectors, from 
retail recommendations, medical research in image recognition to driverless cars, 
robotics and many others. Their report concluded a lack of data on the conse-
quences of this new technological revolution meant governments where “flying 
blind” in being able to assess and plan ahead for the impact of predominately 
artificial intelligence on the workforce, workplace and wider economy.

The report recommendations included the need for improvements in 
track how technology is changing work by introducing measuring systems to 
provide an “index of technology displacement” the impact of technology is 
and will have on the creation or replacement of jobs [64].

Over the past 30 years information technology has moved from the 3rd 
Industrial revolution. This digital revolution originally saw huge analogue and 



22     M. Skilton and F. Hovsepian

digital machinery, specialist computing systems that used to fill large air condi-
tioned rooms that run basic operations, finance, administration and planning 
tasks. Then the PC together with the Internet broke down various barriers and 
introduced an extended interconnected world, which in a short space of ten 
years in the new millennium, underwent a second shift as mobile devices, tablets 
fuelled by massive social networks and multi-media digital services. This shift 
exploded the volume of collective information about people, products, places 
and workspaces on a planetary scale. So entered the scaling of the digital revolu-
tion into the physical and social domains of the 4th Industrial Revolution.

New physical and virtual connections have created new kinds of social 
and machine innovation, and interconnected supply chains that work across 
many country borders. Together with advances in computing power, speed, 
storage, and falling costs have given rise to machine learning techniques that 
have transformed the threshold of computing and changed the job skills 
arena [65].

The information era created by various information technologies, has 
brought with it an exponential scale of inter-connections and exabytes of 
information. Moreover, it has introduced a new level of on-demand com-
puting power that fits within the palm of your hand. This empowers many 
task that previously required educated learning and skills in order to navi-
gate, interpret and make complex decisions. Tasks, which in 2017 remain 
difficult, may not be such an obstacle by 2050. (See Table 1.6).

These examples are just the tip of the technological enabled innovation 
curve that may be possible sooner or later in the oncoming drive for move 
advanced and effective technology. But what does this also mean for the jobs of 
brown collar and white collar worker, the middle classes maybe under threat?

Table 1.6 The world 2050

Computing tasks in 2017 Computing tasks in 2050

• Optical face recognition
• Voice translation
• Location awareness
• Transport simulation
• Basic robotic movement
• Biological wellbeing
• 3D Printing (Digital to physical 

object - basic)

• Emotional interpretation built-in by default
• Natural language subject expert advice by 

default
• Location sensing and context advise—protect, 

promote and coordinate unconnected or con-
nected participants

• Real time integrated transport systems
• Natural physical movement in situ of other 

objects and humans
• Integrated body implants/augments and health 

services
• 3D assembly and fabrication manipulation of 

complex objects
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In 2013 there was a report on the impact of automation on jobs by the 
Oxford Martin Institute (OMI) and the Department of Engineering Science, 
Oxford University by Carl Benedikt Frey, Co-Director Oxford Martin 
Programme on Technology and Employment Citi Fellow, and Michael A. 
Osborne, Dyson Associate Professor in Machine Learning Oxford University 
and Co-Director of the Oxford Martin Programme on Technology and 
Employment. The Report had conducted an early assessment of 702 occupa-
tions from the impact of computerization and famously concluded that up to 
47% of U.S. jobs in the next twenty years could be replaced by automation.

Among many recommendations of such reports, include suggestions of 
new links between data analytics monitoring worker jobs at risk from auto-
mation with new online eLearning platforms. These new systems will alert, 
and enable, the workforce to plan and retrain as existing jobs are automated, 
and the workers will need to acquire new skills in order to move onto new 
jobs. Ironically both data analytics and eLearning are new forms of 4th 
Industrial revolution technologies that blend digital and human needs but 
seem to be part of the new era that creates new business and social trans-
formation. Many more studies will become necessary for governments and 
enterprises seeking to understand impacts of the 4th Industrial Revolution.

It is not an exaggeration that these converged physical, digital and biolog-
ical domains will redefine the living and workspaces by becoming automated 
with artificial intelligence that the world of 2050 will see changing whole 
groups of jobs and activities into automated services.

Summary

The definition of technology we started with was the application of scien-
tific knowledge for practical purposes, especially in industry, perhaps does 
not adequately describe the many boundaries that technology has connected 
and is changing.

Neither is just technological change the only area of change that is an 
adequate definition of 4th industrial scale transformation. This is also 
being driven by increased world populations and migrations, rising climate 
change, emissions and weather pattern changes; stresses on food supply secu-
rity as well as energy security to support populations in these changes. These 
transforming forces are not just in business transformation. The are also in 
the social and political transformation of society to finite and renewable 
resources, food and energy. These are pervasive systemic changes brought on 
through automation, rising consumption affecting the balance of power in 
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demand and supply. They are deep structural changes at the ecosystem trans-
formation at macro and micro technological, economic, biological, social, 
societal, ethical, legal, political and personal levels.

The twenty first century is the first century that will really feel the impact 
of these convergences in the lifetime of many of the readers of this book. This 
new era will require new skills and a new language to describe the impact, to 
harness the power of these technologies and to understand the consequences.

In the next chapter, we explore the combinations of physical, digital and 
biological domains, the rise of the intelligent systems and the central role of 
Artificial Intelligence within the 4th Industrial Revolution.
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Introduction

This observation of a shift to pervasive machine automation has been made 
by many observers, driven by artificial intelligence into products and ser-
vices; in living experiences; in design and manufacturing capabilities; to utili-
ties and transport infrastructure and changing social and work boundaries. 
This topic was raised in the recent Davos 2017 Summit in a public discus-
sion lead by Klaus Schwab, Founder and Chairman of the World Economic 
Forum, with Sergey Brin, Co-Founder of Google, Alphabet [1]. During the 
conversation, Klaus Schwab reflected that since the publication of his origi-
nal book on the 4th Industrial Revolution just 12 months prior (in 2016), 
that much had changed. New technologies had appeared, including com-
mercial drone deliveries, 1 Terabyte SD memory cards, carbon nanotube tran-
sistors, dust-sized sensors that can be implanted within the human body, 
SpaceX and Blue Origin reusable rocket landings, while Google’s Artificial 
Intelligence beat the world-class Go player, Lee Se-dol, 4-1 [2]. But the most 
notable change they both agreed had been in artificial intelligence. Sergey Brin 
pointed out that “When I was heading up GoogleX a few years back we had 
one project which is now called “Google brain” (a deep learning research pro-
ject at Google). I did not pay attention to it at all. Myself had been trained as 
a Computer Scientist in the 90s and everybody knew AI didn’t work. People 
had tried neural nets but none of them had worked out. But Jeff Dean, 
one of our top computer scientists, (Google Senior Fellow in the Systems 
and Infrastructure Group) would periodically show examples (of machine 
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learning) in development but that was a few years ago. Now Google Brain  
touches every single one of our main projects, ranging from search, photos, 
adverts, to everything we do at Google. There is a revolution in deep neural nets 
has been very profound and surprised me, even though I was sitting right there 
and could throw paper clips at it! This is an incredible time and very hard to fore-
cast what these things do, we don’t really know the limits” [3].

Driven by such rapid change is polarizing opinions across the spectrum 
of legal, technical, academic and government practitioners. This includes the 
dangers of social order from changes in jobs automation to new ways of doing 
things with technologies, which challenge the traditional economics view that 
new technology will replace the old and create new jobs from new technology. 
The 4th Industrial Revolution has this time raised the question whether this 
technological revolution might result in an overall reduction in human jobs, 
in the near term and decades ahead. But it also has the potential to revolu-
tionize knowledge, science, and human potential, via robotics and augmented 
intelligence. This is set against the larger global issues of population growth 
and wellbeing, greenhouse gases, resource scarcity and sociopolitical change.

Sergey Brin and Klaus Schwab elaborated that the consequences of these 
technological changes deserve a lot of thought and that you cannot stop it, 
but you can try to channel it. There is a combination of the biological and 
digital revolution seen in examples such as CRISPR-Cas9 gene-editing [4] 
to genomics. On the other hand, machine learning has enabled advances in 
many fields impacting the economy, electronics to astronomy. Investing in 
these new kinds of intelligence creates a multiplier effect in many industries. 
We now have the ability to change our genes, to embed sensors into our 
body to connect and integrate into the social fabric of society. It seems to 
challenge what it means to be human in the future, what is individuality, 
and what kind of society do we want.

Technology is moving beyond the analytical to predictive and prescrip-
tive powers with the rise of artificial intelligence. These technologies change 
how humans need to look at the values and norms of society. The agrarian 
revolution mechanized farming in the 1st industrial revolution, changing the 
availability of food and working practices, leading to cities and the infra-
structure to industry and urbanization. Nevertheless, with the advent of 4th 
Industrial revolution we are beginning to see different concerns, which may 
have both good and bad consequences.

Klaus Schwab postulated that “we are looking at technology as threaten-
ing our present thinking and interpretation of how the world evolves, we 
need new thinking to define meaning, new concepts to define what human-
ity is, and what is the purpose of our lives?” [3].
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This chapter provides a brief primer of the emerging technologies that are part 
of the 4th Industrial revolution, and considers how they are combining physical, 
digital and biological contexts that are radically altered by automation. In addition, 
we look at the rise of intelligent systems via advances made in artificial intelligence.

• The new technologies of the 4th Industrial Revolution
• The impact of physical, digital and biological systems
• The rise of Intelligent Systems

The New Technologies of the 4th Industrial 
Revolution

The digital revolution developed from the 1960s to the 1990s, during 
which time we saw the rise of digital electronics and its miniaturization, 
video, lasers to the personal computer and the mobile cell phone. The 
birth of the internet, together with advances in material and biological sci-
ences instigated a fusion of these technologies, moving them into industries 
underpinned by telecommunications and computing. The 4th industrial 
revolution brought forward new breakthroughs in science, commerce, engi-
neering but also and most significantly, cross-cutting issues in governance of 
society and social impact from these pervasive technologies.

It is perhaps surprising that historically many of these breakthrough tech-
nologies have origins well before the present decades and began in the mid-
dle to early part of the last century.

Technologies including digitization advances in Internet of Things (IoT), 
Virtual Reality (VR), Augmented Reality (AR), quantum computing and 
artificial intelligence (AI); to new physical manipulation in materials science 
in nanotechnology and 3D printing; to biological manipulation in bioengi-
neering of genes, robotic surgery, prosthetics and wearables all have origins 
that can be traced back through several evolutionary steps (see Fig. 2.1). It 
is only when certain materials, physics, computational and commercial cost 
considerations are available, and properly aligned that ideas become a reality 
and move into the mainstream of use.
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Cloud Computing Multisided Platforms

Before we examine these technologies, it is important to remember that the gen-
esis of on-demand computing happened during the digital revolution when the 
Internet was created. The protocols and networks established during that period 
saw the rapid rise of utility computing and functional architectures, which ena-
bled the on-demand computing that we see today. Utility computing origi-
nated around 1991 but can be traced back to the early 1960s. John McCarthy, 
American Computer Scientist pioneer, speaking at the MIT Centennial as far 
back as 1961 said “Each subscriber needs to pay only for the capacity he actu-
ally uses, but he has access to all programming languages characteristic of a very 
large system. Certain subscribers might offer service to other subscribers. The 
computer utility could become the basis of a new and important industry. If 
computers of the kind I have advocated become the computers of the future, 
then computing may someday be organized as a public utility just as the tel-
ephone system is a public utility” [5].

While this story is now decades old it is also an important aspect of enterprise 
computing that enabled provisioning of computational resources, accelerating 
digitization across all industries and company sizes. Current debate and aca-
demic research, places great emphasis on digital platforming strategies, such as 
the multi-sided platforms (MSP) that can service multiple markets and customer 
sizes, as well as facility sharing and co-selling of the platform as-a- service  [6].  
We are surrounded by a multitude of examples from etsy and eBay, uber and 
Lyft, PayPal and Stripe, to amazon and Alibaba, google, Facebook and twitter. 
This is the shift to the “gig economy”, “uberization” and massive networked mar-
ketplace infrastructures for exchange, collaboration and trading. MSPs and other 

Fig. 2.1 Origins of the 4th industrial revolution transitions
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forms of digital platforms are significant in the 4th industrial revolution, because 
they establish the utility infrastructure on top of the internet that enables, at 
scale, various kinds of enterprise and social computing architectures and solu-
tions. Just looking at the current Amazon Web services platform, demonstrates a 
huge variety of computing resources that include, processing, storage, databases, 
network and content delivery, analytics, artificial intelligence, security, identity 
and compliance, mobile, Internet of Things and messaging. Together with a pol-
ymorphic range of development tools and software, and access to a skills market-
place, make this a readily available platform for on-demand with pay-as-you-go 
services. This transition has catapulted utility computing into a global market 
size for cloud computing in 2017, estimated by Gartner at $246.8 billion with 
the fastest growth in cloud infrastructure services (IaaS) at 36.8% [7], from a 
total global Software and IT services spending in the IT industry of $3.5 Trillion 
for 2017 [8]. All this in a mere ten years that saw the first Amazon EC2 Elastic 
Compute Cloud service launched (2006) and the first Apple iPhone in 2007, 
quite astonishing.

Machine Learning and Artificial Intelligence

The first use of artificial intelligence in mainstream research was in 1956, at the 
Dartmouth conference organized by John McCarthy, Marvin Minsky, Nathaniel 
Rochester and Claude Shannon, and is commonly cited as the birth of AI as a 
professional field of study [9]. The concepts of Artificial intelligence developed 
with other computational fields in database and programming languages, hard-
ware developments and Graphical Unser interfaces and the invention of Very 
Large Scale Integration micro-electronics and semi-conductors in the 1970s. The 
1980s saw new foundations laid in neural networks theories as well as the intro-
duction of intelligent agents. The emergence of powerful computing resources, 
and the availability of vast amounts of information during the 1990s, enabled 
researches to develop more powerful models of computer learning, such as “deep 
neural networks”, that we see today.

The concepts of the thinking machine, brain theories and neural nets and 
the first programmable Digital Computer were ideas that had been born in 
and not long after the WWII years by Alan Turing [10] and many others 
together with parallel processing theory by Richard Feynman the connection 
machine [11] in the 1950s. Foundations of Computational algebra originated 
form the work of John Von Neumann self-self-reproducing automata [12], 
Kurt Gödel incompleteness theorems [13] and Solomon Lefschetz work on 
algebraic topology [14] in the 1920s and 1930s. The concepts of cybernetic 
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and formalization of the notion of feedback was instigated from the work of 
Norbert Weiner, Professor of mathematics at MIT [15] in the same period.

One approach to estimating the size of today’s machine learning and artifi-
cial intelligence global market is to consider the chipset computing markets that 
specialize in machine automation, as well as the more general range of specialist 
machine learning functionality; termed machine learning as a service (MLaaS), 
which is emerging in a many specific industry sectors. Machine learning chipsets 
by Technology are predicted by marketsandmarkets.com to be a market worth 
$16.06 Billion and a CAGR of 62.9% from 2016 to 2022 [16]. These include 
deep learning chips set such as Graphical Processing units GPU, Google’s Tensor 
Processing Units (TPU), for example, which are specialized for neural network 
computation acceleration. Software personal assistants that are algorithms for 
querying methods to Natural Language Processing (NLP) are other examples of 
a huge number of applications of AI. The fields of robotics and context aware 
processing, such as image recognition and sensor-actuator automation, are also 
increasing the range and scope of the AI market. The Machine learning as a 
service (MLaaS) is a rapidly growing new market with examples from Amazon 
Artificial Intelligence, Google AI and IBM Watson. Market size forecast by 
marketsandmarkets.com is a nacient $613.4 million expected to grow to 3.75 
Billion at CAGR of 43.7% from 2016 to 2021 [17]. Featured services of MLaaS 
include software tools and environments for enterprise to build machine learn-
ing algorithms and neural networks, and an increasing library of commercially 
available algorithms covering examples such as marketing, risk analytics & fraud 
detection, predictive maintenance, to network Analytics.

The surveys report wide range of industry adoption of AI technologies in 
several industries such as manufacturing, media and advertising, healthcare, 
BFSI, and transportation and automotive as the key factor supporting the 
growth of the AI market in the North American region.

For the remainder of this chapter, as well as subsequent chapters, we will 
explore how Artificial Intelligence has become a critical technological change 
for the 4th Industrial Revolution.

Internet of Things, Micro-Electro-Mechanics 
and Bio Sensor Tech

The Internet of things (IoT) as described in the previous chapter originated 
as a term during the late 1990s with advent (and industrial usage) of Radio 
Frequency ID (RFID) tagging technology. This was the outcome of research 
and development efforts by organizations such as Proctor & Gamble [18].

http://www.marketsandmarkets.com
http://www.marketsandmarkets.com
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IoT has long ago moved past RFID technology to embrace many types of 
sensors and telemetry to become a cornerstone of integrated and embedded 
systems feedback and control.

IoT in physical fusion is now common place in advanced engineering 
assets from jet engine turbines to automobile condition monitoring sys-
tems and nuclear power plants. Instrumentation connected to programma-
ble controllers that integrate with supervisory control systems are found in 
supply chains automation and robotics, to metrology devices for measure-
ment and calibration. Drones, be they manned or unmanned, semi or fully 
autonomous vehicles, work through sensor technologies to provide accurate 
and timely information on contextual situations; this information is used by 
the on-board computer and for the remote control of the vehicle. Drones are 
commonly used for location and remote operation of assets.

In Biological fusion, miniaturized IoT sensors may be attached to the human 
body (epidermis), ingested or integrated with organs, thereby enabling biologi-
cal monitoring and augmentation of the host organism. These kinds of devices 
perform a vital role in mHealth and eHealth, such as mobile monitoring and 
measurement of medical and well-being status, as well as remote diagnostics 
and response. Wearable technologies use a variety of sensors that measure psy-
chological and physiological states through sensory data collection, aggregation 
and analytics. Biological fusion also includes plant, animal and biosphere moni-
toring and integration as seen in automated agriculture and hydroponics.

Estimating the market size of IoT has proven difficult due to its many 
sub-segments with a wide range of variance in estimate from many analysts, 
consultancies and vendors. Examples include Gartner estimating 8.4 Billion 
connected things by 2017 [19] growing to 50 billion objects by 2020 in 
earlier forecast by Cisco and others [20]. Current estimated market valua-
tion vary from examples of $8.6 trillion and 212 billion connected things by 
2020 forecast by IDC in 2012 [21] revised in 2015 to $1.7 trillion [22] to 
BCG predicting the market will reach $276 Billion by 2020 [23]. Gartner 
forecast by 2020, more than half of major new business processes and sys-
tems will incorporate some element of the internet of things and a rise in 
IoT Security will become a key sub-segment of the market [24].

IoT and concerns centered around cyber security have become a major cross-
cutting feature of the 4th Industrial era technology that we discuss in detail in a 
later chapter of Part III. This topic was again in a recent lecture at the November 
2016 ReWork NewScientist Reinventing Energy Summit in London. Mustafa 
Suleyman, co-founder of Google DeepMind, reminded the audience that with 
recent IoT attacks publicized in the media, such as remote hacking into cars 
and changing traffic lights remotely, highlight the fact that connected systems 
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are particularly vulnerable to such security breaches. Hooking up everything to 
machine intelligence so that it can regulate and solve problems for us such as 
saving energy, reducing greenhouse emissions, enabling home appliances and 
the interconnected city infrastructure is very attractive because it’s convenient. 
Optimizing these may require controlling people’s habits and behavior when 
they don’t really want to be told what to do, so working in background may be 
more practical. But at the same time, it makes us a bit more vulnerable because if 
you connect everything IoT, it will increase the surface of attack. While we have 
many conventional methods to harden and take action to secure those systems, 
it is one of those trade-offs we need to make, in order to benefit from these new 
automated intelligence enabled systems. We need to pursue the utility and pow-
erful agency these systems can deliver, but only to the extent to which we can do 
that safely and with all of the guarantees of security that we would like [25].

Robotics

While artificial intelligence in the form of software algorithms could be 
described as the “soft” side of machine intelligence, it is the physical mani-
festation of machinery acting on the physical world, using sensors from IoT 
integrated into robotics that present a new form of automation. This field 
is a great example of the 4th industrial revolution fusion of potentially all 
digital and biological concepts in automata related to remote and unmanned 
activity, as well as human augmentation and human mimicry.

This can be seen on the wide range of robotics systems born from the earlier 
era of cybernetics that involved the study of complex control systems pioneered 
by Norbert Wiener in the 1930s. In recent years the classifications made, for 
example, by the International Society of Intelligent Unmanned Systems (ISIUS) 
of the robotics field for unmanned and automated systems [26] include:

• Unmanned systems

– Unmanned aerial vehicle controlled remotely or by onboard comput-
ers (UAV)s, Micro aerial vehicles (MAVs) that are a miniaturized class 
of UAVs and can be 15 centimeters or less to insect size. Unmanned 
marine vehicles (UMVs), under water vehicles (UVs).

– Multi-agent systems used in network load balancing, traffic manage-
ment to perimeter security defense systems (MAS). Unmanned guided 
Vehicles (UGVs), blimps, swarm intelligence, autonomous flying 
robots (AFRs), and flapping robots (FRs).
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• Robotics and biometrics

– Smart sensors, design and application of Micro-Electro-Mechanical 
systems (MEMs) and Nano-Elecro-Mechanical (NEMs) that use. 
These fields develop micro and nanosystems technology and micro and 
nanomachine technologies and nano materials science such as nanow-
ires that are nanostructures of 10−9 meters.

– Intelligent robotic systems, evolutionary algorithms, control of biologi-
cal systems, biological learning control systems, neural networks, and 
bioinformatics.

• Context Aware Computing

– Software computing also referred to as computational intelligence (CI) 
that focus on use of inexact solutions to computationally hard tasks, 
ubiquitous computing, distributed intelligence, distributed/ decentral-
ized intelligent control.

• Control and computation

– Distributed and embedded systems, embedded intelligent control, 
complex systems, pervasive computing, discrete event systems, hybrid 
systems, network control systems, delay systems, identification and 
estimation, nonlinear systems, precision monitoring control, con-
trol applications, computer architecture and very-large-scale integra-
tion (chip design) VSLI, signal/ image and multimedia processing. 
Software-enabled control, real-time operating systems, architecture for 
autonomous systems, software engineering for real-time systems and 
real-time data communications.

Todays forecast for the market for unmanned and remote controlled Drones 
(UAVs) ranges from a predicted $21.23 Billion by 2022 by marketsandmar-
kets.com [27] to $127 Billion by 2020 forecast by PwC [28].

The growth area of Industrial Robotics in manufacturing and assembly pro-
cesses has seen more mainstream development with Asian markets, China being 
the biggest robot market since 2013. This is followed by Europe leading the 
development and implementation of robotic automation in electronics, metals, 
chemical, plastics and rubber and automotive sectors. The current market size 
is forecast to grow to $79.58 Billion by 2022 [29] with 160,600 units sold in 
Asian markets a rise of 19% followed by Europe at 10% growth to 50,100 units 
and 38,100 industrial robots shipped to Americas, 17% more than 2014 [30].

http://www.marketsandmarkets.com
http://www.marketsandmarkets.com
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Virtual Reality, Augmented Reality and Mixed 
Reality

Creating a virtual model of the real world from data from the physical and 
biological inputs and events have been around since the early Victorian 
days when the magic lantern image projector was introduced. The earli-
est known sound recording device, the Phonautograph by French inventor 
Édouard-Léon Scott de Martinville was developed between 1853 and 1861. 
The world’s first digital camera was created by Steve Sasson an Engineer at 
Eastman Kodak in 1975. The 8 pound camera recorded 0.01 megapixel black 
and white photos to a cassette tape. The first photograph took 23 seconds to 
create [31]. Seeking ways to blend real world and imaginary images was seen 
in examples such as stop-motion capture of Ray Harryhausen in the Science 
Fiction movies of the 1950s, including the Oscar winning special effects in 
the 7th Voyage of Sinbad in 1958, and the famous skeleton sword fight in the 
1963 film, Jason and the Argonauts [32]. This form of 3D motion capture 
was seen as recent as Clash of the Titans movie of 1981 but has since been 
superseded by full digital motion capture of objects and human body and 
complete digital image design and digital motion animation by the 1990s.

In 1968, Ivan Sutherland with the help of his student, Bob Sproull, cre-
ated the world’s first virtual reality and augmented reality head-mounted 
display system (HMD), which he affectionately named the “Sword of 
Damocles” after an ode to the threat of power everywhere [33].

The notion of virtual worlds modelled by software as three dimensional 
representations can be seen within the ideas of virtual reality (VR) that aim to 
immerse the human user in images, sounds and other data that represents the 
real physical environment or an imaginary setting. By the 1980s the ideas of 
VR were becoming mainstream by pioneers such as the company VPL Research 
in 1984 by Jaron Lanier, a futurist who popularized Virtual Reality impact on 
Society and introduce early VR technology concepts [34]. The 1990s saw the 
first commercial VR headsets including Sega-VR [35], and Nintendo stereo-
scope 3D projection game “virtual boy” in the video gaming market [36]. Full 
PC powered VR gaming and industrial usages followed in the 2000s and 2010s 
from medical imaging, advanced engineering design and simulation; digital 
building architecture and geospatial mapping systems (GIS). Today, VR tech-
nology provides complete immersive headsets, or stereoscopic glasses, for use in 
systems that can include fully render wall, floor, ceiling to complete 360-degree 
room with 4K photorealistic environments. Compare this to the visual resolu-
tion of a human eye is about 1 arc minute, which a viewing distance of 20′′ 
that is about 170 dots per inch or pixels per inch PPI. A 30′′ monitor to achieve 
170 dpi would need 4400 × 2600 pixels. An Apple MacBook Retina display 
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is 2880 × 1880, a 5K screen is 5120 × 2880 and 8K is 7680 × 4320 pixels 
but varies with distance, the human eye’s own visual acuity quality based on the 
Snellen chart (20/20) [37]. VR is now combined with motion sensors, wearable 
feedback groves and sensors offering six of more degrees of freedom movement 
capture, it is possible to interact with the VR objects in real-time.

Consumer products in VR, such as Google’s glass entered the market in 
2012 providing flat screen projection in line of eyesight, but was later dis-
continued in January 2015 [38]. Other developments include, Microsoft 
HoloLens that focused on augmented and mixed reality started in March 
2016 [39] and included computer vision and object-recognition to enable 
the spatial positioning of real objects.

Real world spatial contextual awareness is where overlaid virtual objects 
and physical objects can be seen together in the same physical location. 
This requires physical positional data from GPS/GLONASS geolocation 
that is accurate to a few meters, or from physical symbols such as QR code 
(or other propriety barcode), which is able to link the physical location of 
specific digital data relative to a physical location. Techniques such as 360 
degree photography, laser light detection and range scanning called LiDAR 
3D scanner, are able to generate and collect a geographic “point cloud” of x, 
y and z coordinates of objects and their positions. These are commonly used 
in LiDAR Aerial Surveying (LAS) and in 3D modelling of buildings and 
objects such as AutoCAD Map 3D [40].

Mixed reality (MR) has now become the latest mainstream idea of blending 
physical and digital objects co-existing and interacting in real-time. This requires 
“digital twining” as a concept from Cyber-Physical Systems (CPS) that was first 
defined as a term by Paul Milgram, Haruo Takemura, Akira Utsumi and Fumio 
Kishino from ATR Communications Systems Research Laboratories, Japan in 
1994 as “Virtuality continuum” of combined physical and virtual reality [41].

The current market size of Virtual Reality is positioned as a niche market 
from $3.7 Billion in 2016 to $40.4 Billion by 2020 by Statista.com [42]. 
The Augmented reality market is estimated to be $162 Billion market dis-
rupting mobile by 2020 forecast by IDC [43].

3D Printing, Additive Manufacturing and Near 
Net Shape Manufacturing

The development of digital information for physical design and materi-
als manufacturing in computer-aided design (CAD) originated in 1961 
with Ivan Sutherland who, then at MIT, described a computerized sketch-
pad, while under the supervision of his PhD by Claude Shannon [44]. This  

https://www.statista.com/
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representation of digital information has become common place with inte-
gration into Computer aided Manufacturing (CAM and CADCAM) creat-
ing a flow of digital design, testing into manufacturing and production. This 
led to the rise of new forms of integrated design, manufacturing, assembly 
and production including Discrete manufacturing systems (DMS), adjust-
able manufacturing systems (AMS), and the rise of flexible manufacturing 
systems (FMS) and reconfigurable manufacturing systems (RMS). These 
paradigms have been enabled by the use of machine learning, robotics and 
advanced materials manipulation that have changed design, fabrication, 
assembly machines and configurations into more configurable and respon-
sive systems for higher efficiencies through modularity and adaptability [45].

3D printing, also sometimes termed “Additive Manufacturing” represents a 
new digital to physical fusion of technology, printing and materials design and 
fabrication that originated from stereolithography back in 1986 by Charles Hull 
[46]. The speed and choice of materials are today rapidly increasing to a stage 
where additive manufacturing is seeing 3D printing machinery embedded into 
mainstream flexible and reconfigurable manufacturing in examples of print-
ing jet engine parts by GE [47] to and in medical breakthroughs for human 
 tissues [48]. “Near net shape” manufacturing is another related technique within 
additive manufacturing that aims for the initial production to be physically 
made near the completed final product as possible, to reduce additional comple-
tion stages. This technique has advanced due to recent developments in ceram-
ics, plastics, metals and composition molding and forming technologies.

The 3D printing market is forecast by marketsandmarkets.com to be 
$30.19 Billion by 2022 [49] with expectations to become further integrated 
inline into smart flexible manufacturing process and customer centric sys-
tems as seen in the Adidas 3D printed soles of sports shoe wear [50].

Quantum Computing, Nanotechnology 
and Biochips

High performance computing (HPC) and more generally described by the 
term “supercommputing”, were developed in the early 1960s by Tom Kilburn 
at University of Manchester, UK [51], and Seymour Cray at Control Data 
Corporate who went on to found Cray computers [52]. The technology was 
built using germanium and silicon based semiconductors or what is often 
classified as complementary metal-oxide-semiconductor (CMOS) technolo-
gies, and its design features in metal oxide semiconductor field effect transis-
tors (MOSFETs) for logic functions. Supercomputing is the specialist field of 
computation tasks widely used in complex modelling from weather forecast-

https://www.marketsandmarkets.com
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ing, advanced physics research to biomolecular simulation. Supercomputers of 
this type use the method of “parallelism” involving multiple computation at 
bit, instruction, data and task levels simultaneously, using techniques of multi-
threading and hardware configurations, including multi-core, multi-processor, 
clustering and other methods to accelerate specific computational tasks.

The speedup of the overall task by splitting it into sub-tasks increases 
latency with more sub tasks [53], and is known as Amdahl’s law, which was 
introduced in 1967 to describe the upper limits for these kinds of parallel-
ism techniques. While this law only fits and restricts certain types of tasks, 
there are other considerations on the limits of current computing architec-
ture models that include limits of Moore’s Law and number of transistors in 
a dense integrated circuit doubles approximately every two years [54].

Present chip technology transistor component density is 22 nanometers 
(nm) in 2012, 14 nm in 2016 and 10 nm is predicted by late 2017 with 
a revised deceleration of Moore’s law scaling to two and a half years [55]. 
While 7 and 5 nm (sub 30 atoms scale) technologies are envisaged by Brian 
Krzanich, Intel CEO [56], the costs and time scales to innovate this level 
of design is increasing each year, driving exploration for alternative methods 
and new technologies beyond silicon.

Apart from atomic scale limits, increasing energy consumption is the 
main issue for high-performance computing physical limits as well as 
increasing effects of quantum physics at this nano scale with atoms used in 
silicon chip fabrication around 0.2 nm.

Other current research fields are looking into alternative computing archi-
tectures [57]. The IEEE international Roadmap for devices and systems in 2016 
looked beyond CMOS to emerging ideas, highlighted conventional and novel new 
approaches to computing architectures [58]. These included moving towards non-
Von Neumann non-procedural, less-than-reliable computing models and data cen-
tric approaches that use machine learning techniques including neural network as 
new computing architectures that we discuss in more detail in later chapters of this 
book. The field of nanotechnology development for these reasons discussed here 
are reaching a critical point in the next decades when we are moving from evolu-
tionary CMOS to revolutionary CMOS in the 22 nm to beyond sub 10 nm that 
is the level of molecular and atom manipulation manufacturing that has been aptly 
described in the IEEE roadmaps as “exotic science” and “really different” [58].

Quantum Computing

Quantum computing represents an alternative computing model that was 
founded on principles developed by Richard Feynman in the 1960s and 
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in the 1980s [59]. David Deutsch demonstrated in 1985 the ability to use 
quantum properties that interfere constructively and destructively to per-
form complex calculations, infeasible by classical computing. Quantum 
computing techniques were shown to enable processing such as factoring 
very large prime numbers [60]. The key principles of quantum computing 
based on “superposition” and “entanglement” to perform calculations.

A “qubit” is a term used to define a quantum computing (QC) unit of 
information. There are several techniques to manufacture a qubit at atomic 
scale that seeks to hold the qubit in a stable state called “coherence time” 
that has been shown to last from seconds to hours, or minutes at cryogenic 
and room temperatures respectively [61].

Superposition is a quantum mechanical property that exists in sub-
atomic scales enabling the use of a quantum bit to hold both 0 and 1 state 
simultaneously. While a quantum computer is running, the qubit can also 
be in any one of an infinite number of superposition between 0 and 1, so 
the qubit has a probability that it is in state 0 and a probability that it is 
in state 1. Nevertheless, superpositions are very fragile, and if we attempt 
to measure the value of a qubit the wave collapses into one of the basic 
states, 0 or 1.

Technically speaking, 2 qubits can be in any one of four basic states, |00>, 
|01>, |10> and |11>, which are the states that 2 classical bits can assume, 
however, there are infinitely many states formed by superposition (or linear 
combinations) of these basic states.

In order to understand this a little better, let us return to the case where 
we have just one qubit, that has two states, |0> and |1>. Let us consider a 
superposition, which might look something like

What does this mean? It means the following: if you attempt to observe, or 
measure, this qubit, 66% of the time you will find it in state |0> and 33% of 
the time you will find it in state |1> (Fig. 2.2).

One can represent the qubits as points on the unit circle, and in such a 
case the horizontal distance from the origin represents the probability of the 
qubit being observed in state |0> and the vertical distance from the origin 
represents the probability of the qubit being observed in state |1>. Note, that 
in this representation a classical bit would appear as two distinct points on 
the unit circle, one at (0, 1) and one at (1, 0).

√

2/3 · |0� +
√

1/3 · |1�
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Quantum calculations involve the movement of this coherent transfer of 
a superposition spin state. The nuclear spin and electron split for “process-
ing and “memory”. An electron spin is suitable for a qubit in quantum pro-
cessor, because an electron spin can be manipulated and can be coupled to 
other electron spins with a much shorter time scale than a nuclear spin. A 
nuclear spin is suitable for a qubit in quantum memory, because a nuclear 
spin has a much longer coherence time than an electron spin [62, 63].

Qubits can be currently manufactured using a range of evolving tech-
niques. These include silicon QC to lithographically place atoms, nuclear 
magnetic resonance (NMR) QC, Superconducting QC, Ion Trap QC, 
Linear Optical QC (LOQC), Nitrogen-vacancy (N-V) center in diamond, 
electrostatically defined quantum dot, and several other competing technol-
ogies, many of which are still in the research stage [64].

Entanglement is a second physical property when pairs, or groups of 
particles, are generated in ways such that the quantum state cannot be 
described independently of the others, even when separated by large physi-
cal distance they remain the same and the quantum state. In quantum com-
puting, calculations are made in quantum circuits using quantum gates 
and a n-qubit register performing several types of quantum algorithms. 
When processing the entangled states use quantum mathematics that can 
be manipulated and on termination of the algorithm the states fall out of 

Fig. 2.2 Quantum and classical states
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quantum entanglement become decoherent and the result can be read off 
as a classical probability. Developing protocols to detect and quantify the 
entanglement of many-particle quantum states is a key challenge for present 
day quantum computing but has been successfully commercialized recently.

The most famous enterprise example has been the D-Wave corporation 
that demonstrated a prototype 16-qubit quantum annealing processor in 
2007. The D-Wave one was launched commercially in 2011 and described 
by D-Wave as “the world’s first commercially available quantum com-
puter”, operating on a 128-qubit chipset [65]. quantum computer model 
D-Wave 2000Q shipping in January 2017 [66] and IBM launching a new 
quantum computing division “IBM Q” in March 2017 using IBM’s pub-
licly available quantum processor. IBM aim to build IBM Q systems with 
approximately 50 qubits in the next few years to demonstrate capabilities 
beyond today’s classical computers [67]. Googles quantum computing 
partnership with NASA in 2015 used D-Wave 2X quantum computing 
machine [68].

Quantum computers can solve specific types of problems that classical 
computing cannot do because of limitations in digital computing speed pre-
vious discussed. The term qubit was in fact indirectly defined by Stephen 
Wiesner in 1983 from seeking to develop “quantum banking” that aimed 
to prevent bank notes from being forged using a technique called conjugate 
coding [69]. Quantum computers are described as quantum Turing machine 
(QTM) also known as a universal quantum computer that is a model of the 
concepts of the quantum computer that Alan Turning described between 
1936 and 1937 and seen as the foundations of modern procedural comput-
ers [70].

Quantum computing processing power by comparison has been 
described, for example, as 108 more powerful than a classical digital com-
puter but this is for specific tasks that benefit from quantum parallelism 
typically in applications include complex mathematical calculations in fun-
damental research, machine learning with the potential to undermine cyber 
security through integer factorization, which underpins the security of pub-
lic key cryptographic systems. Quantum computing can factor two 300 
digital primes quickly that would be infeasible computationally for digital 
computers. Quantum cryptography is where quantum speedup properties 
have been successfully used in security systems using quantum entangled 
keys to prevent correction of the security keys. Recent examples of quantum 
encryption has been achieved by Chinese researchers in June 2017 sending 
quantum encryption between earth and orbiting satellites as “spooky action” 
at a record distance of entanglement of 1200 km.
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Today’s market size for quantum computing is still nascent with market-
sandmarkets.com forecasting the High-performance computing and super-
computing market to grow from $28.08 billion in 2015 to $36.62 Billion 
by 2020 [71]. The Quantum computing market forecast by marketsandmar-
kets.com to reach $5 Billion by 2022 [72].

Neuromorphic Computing

Carver Mead along with Nobel laureate Richard Feynman, the distinguish 
professor John Hopfield established three new fields of study, namely: 
Neural Networks, Neuromorphic Systems and Physics of Computation. The 
trio attempted to understand the morphology of individual neurons, the 
circuits they form, and the behavior that results as a consequence of these 
particular kinds of biological elements. Moreover, they attempt to under-
stand the computational aspects of such systems, namely its ability to store 
(or represent) information and how to process this information in a man-
ner that is robust to damage, yet able to learn and adapt to various environ-
mental influences. Neuromorphic Engineering focuses on producing devices 
specifically aimed at modelling and implementing devices within the realm 
of human perception, such as vision, touch, auditory and olfactory systems.

In a very interesting interview, Carver Mead [73] has this to say about 
computing hardware suitable for processing biological perception type 
problems:

… it’s also true that [digital] isn’t the only paradigm for doing that kind of 
computation, and that the digital machines that do discrete symbol manipu-
lation are not exactly matched to this very soft kind of fuzzy computation, 
that goes on in perception systems. The neural technology that’s coming along 
on silicon also, it’s piggybacking on the same base technology that the digital 
stuff is driving, are evolving to where we’re starting to be able to do really very 
competent things for ten thousand times less energy than you can do them 
with the same [digital] technology

The current trend is to utilize what are called mixed-signal techniques to 
design these artificial neural systems, which function in a manner analo-
gous to the spiking of the natural biological neurons, but constructed out 
of a different material (silicon rather than a carbon-based material that is 
commonly found in mammals). Carver Mead was initially inspired by Max 
Delbruck, and the observations of synaptic transmissions in the retina, 
which motivated Mead to consider the transistor as an analog device rather 
than a digital one.

http://www.marketsandmarkets.com/
http://www.marketsandmarkets.com/
http://www.marketsandmarkets.com/
http://www.marketsandmarkets.com/
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Not only did Carver Mead instigate this entire field of research, but also 
collaborated with others (including some former students) in order to estab-
lish start-up companies that developed and sold some of these inventions, 
which are in everyday use today. Some of these inventions include coch-
lea implants, the touchpad found on most modern computers and silicon 
retina, not to mention some of the first noise cancelling microphonic chips 
that were used in early smart phones.

Nevertheless, given the significant results shown by these mixed-signal 
chips, especially their ability to operate at very low power, has attracted the 
attention of giants within the world of microelectronics, such as IBM who 
have a massive effort in place to create neuromorphic computing devices of 
their own [74, 75], as well as efforts by Qualcomm [76], which are in the 
form of a software SDK for their popular Snapdragon platform. In addi-
tion, one should mention the effort underway by the group of ten organiza-
tions that make up the European Human Brain Project, including the effort 
by Manchester University’s Prof. Steve Furber who is building a vast neural 
device called SpiNNaker [77] using chips from ARM.

According to Karlheinz Meier, a physicist who is a computing pioneer 
working within the realm of neuromorphic computing and currently the 
leader of the European Brain Project [78]:

Moving to neuromorphic computing architectures, he believes, will make 
emulating the brain function not only more effective and efficient, but also 
eventually accelerate computational learning and processing significantly 
beyond the speed of biological systems.

Technically, traditional kinds of processors (CPUs) operate using a global 
clock, a kind of metronome that dictates when instructions are to be moved 
and when they are processed. However, by distributing the neuromorphic 
equivalent of cores in a manner that allows them to operate in parallel—
using an event-driven model, means these kinds of distributed processors 
operate without the need of a global clock, using a spiking behavior. This 
architecture not only reduces the huge power overhead, but also operates 
thousands of time faster than conventional systems.

Why is this a big deal? First reason relates to the long-awaited end of 
Moore’s Law, which now seems ever more imminent, therefore researchers 
around the world are evaluating different models of large-scale computing 
that is often inspired by nature. Second, AI systems typically require lots of 
processing power, processing power in the past meant computers needed 
huge power sources, making them impractical where mobility was con-
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cerned. The typical power consumption of a neuromorphic chip made by 
IBM, which contains five times as many transistors as a standard Intel pro-
cessor, yet consumes only 70 milliwatts of power, whereas the comparable 
Intel processor would use approximately 70 watts of power, almost a thou-
sand times more.

So where are the challenges? Modern neuromorphic chips act like a gen-
eral processor, similar to the way that our own cortex does. While this may 
sound like the kind of thing we all would like to have, we have to remember 
that such processors are only useful if they have some kind of algorithm, or 
program, specifically designed for them—hence the challenge for these kinds 
of chips.

There are some groups working on solutions that will aid the develop-
ment of such algorithms and simulations. One such group is lead by Chris 
Eliasmith at University of Waterloo, who together with his team have cre-
ated Nengo: a python tool for building large-scale functional brain models 
[79]. The point about Nengo is that not only is it able to run on conven-
tional hardware, but also more specialized neuromorphic hardware such as 
SpinNaker.

Nengo is built on the Neural Engineering Framework (NEF) [80], which 
is a framework for constructing neural simulations.

Market segment for neuromorphic processors is looking very bright, 
according to recent reports

Future Market Insights’ report, titled “Neuromorphic Chips Market: Global 
Industry Analysis & Opportunity Assessment, 2016-2026,” projects that the 
global neuromorphic chips market, which is currently valued at an estimated 
US$ 1.6 billion, will rake in revenues worth US$ 10,814.9 million by 2026 
end. According to the report, the size of global neuromorphic chips market 
will expand exponentially – at 20.7% CAGR. [81]

The global neuromorphic computing market size was valued at USD 1490.8 
million in 2016, and expected to reach USD 6480.1 million by 2024 
according to a new study by Grand View Research, Inc. [82]

Biochips

Other research outside of CMOS and quantum computing has been in the 
fields of biological computing and examples including Nanomorphic cells and 
the use of DNA as a storage medium that seek to learn approaches from biol-
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ogy and nature. This field combines both nano-engineering and biotechnology, 
and is another great example of the 4th industrial revolution’s fusion of physi-
cal, digital and biological, as the limits of the digital revolution are reached in 
the micro and nano scales. Research into bacteria cells as computers describe 
single-cell living organisms as having Turing Machine [70] features they exhibit 
behavior following Von Neumann concepts of information processing [83] as 
building blocks of the cell itself. In addition, the cell also exhibit the ability to 
learn, communicate with each other and to self-repair and reproduce. Research 
has shown that human designed and developed, nano scale semiconductors 
could not match biological living cell processing capabilities that include: 1000 
times more memory capacity, Logic greater than 10 times, 1 million times 
more power efficient and algorithmic efficiently 1000 times greater [84]. A 
research collaboration between Harvard Medical University, Wyss Institute and 
John Hopkins University in 2012 saw researchers demonstrate storing an entire 
genetics textbook in less than a picogram of DNA—one trillionth of a gram—
an advance that could our ability to save data. 5.27 × 106 bits [85].

These ideas of fusing biological and technologies systems have ramifica-
tions for the future of energy management and new biotechnological sys-
tems based on natural systems.

The need for increasingly faster computing have been grounded on the wider 
planetary scale problems of increasing population, global warming, water and 
other resource scarcity. These complex, often seemingly intractable factors, 
require more complex models of processing to resolve these impacts. There is a 
race between the latency of time to research in order to bring these technologies 
to mainstream use and the costs of getting this wrong, and the potential exis-
tential risks to humanity is a core feature of the 4th industrial revolution [86].

The basic equation of computing efficiency as a function of algorithmic 
logic speed, memory storage capacity and inputs and outputs interaction 
within a given volume of space, heat dissipation and energy consumption 
requirement is challenging the ideas of silicon. Research measurements 
made comparing the human brain computational power has established this 
as 1019 bits per second binary information throughput [87] and 108 MIPS 
instructions per second [88]. And the human brain does all this computa-
tion consuming less than 30 Watts of power. Biological cell processes work 
at extraordinary scales at exa (1018) speeds and memory speeds that far 
exceed todays silicon based computing technology. We experience this every 
moment with an almost instant response of brain-eye object recognition, 
hand-eye-movement coordination, language, deliberate movements, control-
ling body organs and hormones and many others. This all happens continu-
ously and real-time in fractions of a second. This suggests basic algorithms 
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need to work in very few steps and on tiny energy consumption, heat gen-
eration and spatial resources at the molecular and nano scale [89].

An argument for the importance in pursuing alternative technologies 
was put forward by John Schmitz in 2009 IEEE International Integrated 
Reliability Workshop suggested the need for new chip design that went 
beyond “Moore’s law” that combined measuring logic processing speed 
and memory capacity to what he called “intelligent systems”. These would 
include power management, communications and sensor-actuator function-
ality. These would be the hybrid devices that are already emerging today and 
include MEMS devices, Biosensors, magnetoresistive (MR) sensors, RFID 
sensors, e-Pill, security and Secure Sockets Layer encryption SSL, Hybrid car 
power and battery management and in vehicle networked devices that repre-
sent the fusion of next technologies of the 4th industrial revolution [90].

Blockchain

Satoshi Nakamoto, is a name reference to an unknown person or group of 
people, who in 2008 created the first reference implementation specification 
that theorized the design of a distributed database made of records called 
“blocks” or “blockchains”, each block of which contains a timestamp and is 
linked to previous block. A key feature is that data is distributed across the 
whole network of blocks making its almost impossible to attack, as a there is 
no central point that hackers might exploit, therefore the data stored in the 
blockchain is regarded to be incorruptible. Blockchain security includes the 
use of a public key cryptography that is an address held on that blockchain. 
It can be generally summarized that every node or miner in the decentralized 
distributed ledger owns a copy of the blockchain that is propagated by mas-
sive data replication and computational trust. No centralized copy exists and 
all users are equally trusted.

When a blockchain technology is used to execute a transaction, the digi-
tally signed transaction is sent to the node miner to verify the transaction, 
which is then broadcast to all connected nodes as a block. The network vali-
dates the data using a consensus algorithm of a certain time duration and 
o successful validation, a time stamp as proof of the transaction by all the 
blocks is made and the receiver receives the transaction [91].

Blockchain was originally created as a form of cryptofinance payments 
that are made directly between payer and payee (P2P), which removes the 
need for a central authority but can be used for many other transactions 
requiring transaction exchange and verification.
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Blockchain technology is generally ran and developed as public open source 
protocols and algorithms to create transparency and network effects. There are 
several types of blockchain that have evolving including permissionless that uses 
blockchain as a transport layer to private and permissioned blockchains that can 
restrict to some degree participants but can lack transparency. Groups of users can 
do what is termed software forks, or hard forks, which create different descendant 
blockchains with separate histories from that point forward. Soft forks are back-
ward compatible with older blocks while hard fork are not. Types of blockchains 
include transactional blockchains and logic optimized blockchains, which can 
embed additional code and state information which can be used to create online 
markets and programmable transactions known as “smart contracts” [92]. Smart 
contracts have additional properties that can facilitate the execution of contracts 
with complicated outcomes. They can also be used to create auctions. A smart con-
tract, for example, can be coded to sell an item at a predefined price. Buyers will 
bid and transfer their payments, yet the smart contract will only pick up the maxi-
mum offer and transfer back the remaining amount of money to the bidders [93].

Blockchain has also been described as a threat to national government 
currencies as it creates an unregulated currency denomination that is not 
overseen by any central bank. The nature of the blockchain does away with 
intermediaries, in the case of financial services industry Iris Grewe, a Partner 
at the UBS Innovation Forum in December 2016, described the blockchain 
innovation as having the “internet of information” today as one’s and zero’s 
transporting content, but not the ownership level or the payment level. 
With blockchain you separate this so you essentially create an “internet of 
value” in one step, which has the potential to be very disruptive to many 
kinds of business models. Before blockchain technologies, companies have 
information flows on one level, and then payments and ownership levels 
being organized and involving several parties at another level. We also cur-
rently have mediators and brokers that organize all this such as the financial 
stock exchange, banks and clearing houses. With blockchain technology we 
do not necessarily need these anymore. But there are areas that have not yet 
been addressed by the blockchain communities that include examples such 
as credit finance, large infrastructure finance and investment management 
syndication. This is still areas where the existing banking organizations could 
setup their own blockchain environment for these services [94].

There are today many examples of open-source, public, blockchain-based dis-
tributed computing platform including public chains where anyone can access, 
read and transact. For example consortium blockchains that use consensus 
processes controlled by a pre-selected set of nodes such as a group of financial 
institutes. Another example is private blockchains were permissions are kept cen-
tralized to one organization and may allow public or restricted read access [95].
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The early rate of adoption of blockchain had reported problems but is now 
following the technology adoption path that some observers describe as simi-
lar to TCP/IP as a foundational technology with great potential [96]. Today’s 
cryptocurrency market capitalizations value bitcoin BTC at $19,361,633,948, 
followed by ethereum ETH $4405,266,360, Ripple XRP $1255,129,952, 
Litecoin LTC $559,794,449 and Dash DASH, Monero XMR and others [97]. 
Cryptocurrency usage is in alternatives to credit card and PayPal transactions 
and in software based purchases in online retailer and selected business starting 
to adopt it as an alternative currency with minimal transaction overhead.

Blockchain is not just a system for financial transactions but as a system 
for assurance of potentially any transactions that require ‘smart contracts” of 
exchange. Examples include

• Utilities

– Blockchain technology is used to develop smart digital grids that 
include consumers being able to buy and sell solar energy peer-to-peer 
P2P trading. Trials are already underway in business-to-business B2B 
energy trading using blockchain technology between Utility conglom-
erates and other utilities. Blockchain can also be used to authenticate 
and manage utility billing processes for Electric Vehicle charging sta-
tions. This together with smart contracts to manage cost savings across 
the utility industry [98].

• Healthcare

– Blockchain could transform electronic patient records enabling inter-
operability between different providers and the patient and carer parties 
more efficiently. It could also drive personal data management to enable 
personal records to be accessed and managed securely by the public [99].

• Land Registry

– Land registry control could be automated through blockchain technol-
ogy simplifying the processes of registration and governance.

• Taxation

– Blockchain technology could be used to create new taxation mecha-
nisms that are built into the blockchain itself such as small transaction 
tax enabling the potential for real-time taxation.

• Real estate

– Properties and exchange of sale could be managed through blockchain 
technology.
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• Legal

– Law firms that utilize the blockchain technology and deal with law 
suits related to cryptocurrencies, which are also known as crypto-law 
enterprises, can convert content of various documents into hashes to 
deposit onto a blockchain. Given the fact that hashes stored on the 
blockchain can never be altered, the documents’ validity can be univer-
sally confirmed in front of any court of law. Storing legal documents 
on the blockchain promotes the credibility and integrity of court data 
and legal evidence and renders tampering with such sensitive data an 
impossible task to achieve.

• IoT Security

– Blockchain could support remote device and edge sensor security. 
Blockchain technology can be utilized to investigate the history of vari-
ous devices connected to the IoT. Furthermore, it can be utilized to 
execute and confirm transactions taking place between various devices 
connected across the IoT. This can help in taking IoT to a whole new 
level of maturing independence via using the public ledger technology 
to record all data exchange operations among devices, human users and 
services connected via the IoT [100].

• Pharmaceutical Supply chain security

– Block chain can be used to manage subscriptions for drugs, drug 
product serialization of drug categories that could help stem the flow 
of counterfeit drugs. Blockchain could enable blockchain registered 
supply chain pharmaceutical packaging. One such branded solu-
tion Cryptoseals uses provides tamper-evident seals with a Near Field 
Communication (NFC) chip embedded with unique identity infor-
mation which is immutably registered and verified on a blockchain. In 
addition to an object’s identity, the seal also records the identity of its 
registrant and packaging or asset metadata to the blockchain [101].

An interesting aspect of Blockchain is that it is based on distributed con-
sistency protocol. This concept in general uses nodes (also sometimes call 
“miners”) to validate and authorize transactions collectively to a consensus 
written into the “blocks”. While digital currencies are typically held by indi-
vidual’s digital wallet that is updated with the blockchain “virtual ledger”. 
Several examples of problems have been highlighted and hackers have 
exploited these and other weaknesses. Overall the benefits of the distribute 
ledger and that these types of attack are very rare, and difficult to achieve, 
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which makes blockchain a reliable and significant technology, though tech-
nically no system is ever totally secure in reality but work within limits of 
trust and validation. Some of the famous examples of blockchain problems 
are listed here.

• Double spending problem

– Occurs if an individual can spend the digital currency balance more than 
once. Protection against this can be through a confirmation process veri-
fying each transaction has not been previously spent. While extremely 
difficult with the nature of the distributed consistency of blockchain, it is 
possible to double spend leaving a node miner not receiving digital cur-
rency payment, this is regarded as accounting fraud [102].

• Two Generals problem

– Related to getting consensus between two nodes where either node 
may be at error due to incorrect information sent or received, or delib-
erately fraudulent. It is so known as the coordinated attack problem 
and illustrates communications between two or more nodes over an 
unreliable communications link that may arbitrarily fail [103]. Each 
tries to confirm a message to the other over a constantly unreliable 
link and this can perpetuate indefinitely. Mathematically this has been 
proven to be unsolvable because it is impossible to get consensus when 
its uncertain either party may be erroneous [104].

• Byzantine Generals problem

– Is a generalized case of the unsolvable two generals problem that 
applied to the problem of coordinating common consensus across mul-
tiple distributed nodes, is sometimes also called the byzantine failure or 
the byzantine fault tolerance (BFT) [105, 106].

The Fusion Impact of Physical, Digital 
and Biological Domains

We can see that the 4th Industrial revolution described by Klaus Schwab as 
a fusion of physical, digital and biological domains is really a recognition of 
new technological structures that are radically transformational. This is the 
“post Moore’s law” world that in a sense looks beyond what defined the sili-
con semi-conductor and digital era, while by no means over, has reached the 
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exotic limit stage of sub 10 nano meters. This is a world of atoms and molec-
ular engineering, evident in the silicon world but in the 4th era is also see-
ing this spread to bioengineering and physical materials manipulation. This 
is what the underlying themes of the 4th Industrial revolution meant by the 
fusion of these technology across boundaries, as well as moving into advanced 
new ways to build, and change, the context in which they are used.

This is the fusion of new technologies that are becoming increasingly inter-
connected with each other. The rank and scale is enormous, just consider 
medical sensors in wearables can take continuous body temperatures readiness, 
many other parameters that are transmitted through an Internet of Things IoT 
network to a range of services we have only just begun to explore (Fig. 2.3).

New kinds of interactive experience will be possible as the immer-
sive world of social media and new forms of virtual media and augmented 
devices increasingly blend the physical world and the overlay of virtual and 
augmented experiences as seen in emerging VR and AR technologies.

But these will not only change how physical, biological and enabling digi-
tal information processing can be connected, it will change the nature of liv-
ing in those domains as well as forms of non-human agents, such as robots 
that can move and manipulated manufacturing, services and transportation 

Fig. 2.3 The fusion into changing context of experience
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processes. The development of connected homes and work environments are 
just one of the things that will radically evolve as they become augmented 
with data and intelligence about activities, work and collaborative activities.

The Rise of Intelligent Systems

The physical state of materials, objects and information on their energy, 
rate of use and performance are becoming integrated back into themselves. 
Social and societal interactions have equally become integrated into social 
media and telecommunications connected domains that can reach, and at 
times divide the social and economic communities that have access (or lack 
access) to these modern physical and virtual architectures and infrastructure 
edifices the 4th industrial era.

Massive data and informatics generation from digital, physical and bio-
logical domains are giving rise to new forms of information and intelligence 
about those macro and micro environments at unprecedented rates.

This is a key difference that the 4th industrial era has from the previ-
ous eras of energy and material transformations, which saw material wealth 
and geographical globalization. This time it involves changes to the nature 
of control and feedback that we are now able to exert on our planet, down 
to the local effects of crowd and material manipulation right down to the 
micro and nano scales.

Therefore our human relationship to these changes of context of social, 
material and digital manipulation are transformational in the level of insight 
and automation, which is now possible and what may come in the near 
future.

The fusion of physical and digital control is creating intelligence about 
those materials and energy requirements. Consumption of power, commodi-
ties to advanced engineering and transactional capabilities from machine 
integration into these processes and physical artifacts.

Complex systems relationships are forming when these physical, biologi-
cal and digital domains entangle and converge. Information is now shared 
and disseminated through the internet and collective awareness of groups. 
What kind of planned directed and emergent behavior can result creating 
new experience and social interaction?

In what the World Economic Forum described as the technological tip-
ping points and societal impact [96], are changes that will matter to indi-
viduals, enterprises governments and society as a whole.

The impact of the 4th industrial revolution as we saw in the industrie 4.0 
of cyber-physical systems CPS, have the capacity to transform interaction 
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between humans and machines, and in machine to machine automation (see 
Figs. 2.4 and 2.5).

This experience augmented by such technologies is crossing the boundaries of 
personal data liberties, biological insights and new forms of responsive care and 
lifestyles. This can transform practitioners, consumers, partnerships and collabo-
ration crowd sourcing information sharing and insights. But on the other hand 
requiring new governance over personal data privacy, ethics and cyber security 
controls and broader governmental regulation and policy making for this future.

Fig. 2.4 Fusion feedback and control—the rise of intelligent systems

Fig. 2.5 4th industrial revolution interaction impact
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We see this everywhere we look with these technologies becoming increas-
ing embedded into contextual experience across all industries.

It is this transformative impact on the spatial, temporal experience in 
these contexts, the rise of machine intelligence and new immersive and 
embedded technology which will shape the next era.

How will ecosystems, clusters of organizations and supply chain net-
works, work in this ever expanding and connected world? What will be the 
affects and interactions in the way services and products are created, manu-
factured, delivered and consumed?

These and many others changes as described by Klaus Schwab as a fusion 
of physical, digital and biological domains is really a recognition of new 
technological structures that are radically transformational [96].

Paradoxes of the 4th Industrial Revolution

In this book we seek to explore several interconnected consequences of this 
transformation as we begin to see the effects to the fusion of new technolo-
gies (see Fig. 2.6).

Fig. 2.6 The changing human-machine and machine-machine interaction space
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4th Industrial Revolution Technologies

4th industrial revolution Technologies represent ways to develop new 
industries and to disrupt and change existing industries. Examples of these 
include driverless cars, smart factories, smart utility grids, digital banking 
and many others.

4th Era Transformation of Skills, Jobs, Work and Things

This leads to the consequences of planned change or the result leading to 
unintended disruption to skills, employment and everyday objects and items 
that may become connected or as-a-service.

Degree of Automated Interconnected Industries

These transitions of machines, work and objects will have transformational 
impact on interconnected industries. Examples of these include integrated 
connected transport, automated supply chains, digital finance and banking 
mediation, connected health, digital government and many others.

Cross-Cutting Concerns

The paradoxes of change are seen as new technologies change patterns of 
jobs and employment, and the resulting changes impacting industry, mar-

Fig. 2.7 Paradoxes of the 4th industrial revolution impacts
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kets and enterprise level organizations. The 4th industrial revolution will 
drive cross-cutting concerns that will have an impact on the nature of work, 
security, transparency, trust and privacy for human kind [96]. It will also 
change economic activity, ways for government to protect its citizens, and 
the concept of national identity that must bridge between physical and con-
nected worlds. The definition of what is an organization or a community 
and the very essence of what it is to be an individual, will also change as 
information and shifting ownership of assets occur, wealth and society values 
will be challenged by these intelligence systems (see Fig. 2.7).

Summary

We have examined the technological impacts on the larger scale of soci-
ety and industry, however, at the human level there is the expectation that 
these changes will go beyond disruptive digital transformation of work and 
industrial operations. What is clearly different is the rise of automation and 
machine intelligence or Artificial Intelligence (see Fig. 2.8).

The ramifications are only just becoming apparent and is a key issue for 
governments and enterprise, as the speed and changes brought on by the 
4th Industrial revolution technologies starts to impact. How will economic 

Fig. 2.8 Towards an AI society
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growth be generated and competitive industry function with these changes 
in light of recent developments in intelligent systems?

The near to longer term impact of Artificial Intelligence and the fusion of 
intelligent systems into industries, individuals and societies will have profound 
impact on the role of the human at work and human experience [107, 108].

A central theme of this book is to explore these impacts for the practi-
tioner who is faced with the challenges of learning what these technologies 
are, and what they are capable of, so they may prepare for the impact of 
these changes on their organization.

How will these technologies create new forms of skills and employment, 
or will it reduce and remove tasks from humans through automation? Will 
there be a augmentation of these technologies to support and enhance 
human experience and work? Where will the impact of intelligent systems 
be? and what concerns will there be in navigating and responding to the rise 
of this AI society? (Fig. 2.9).
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Introduction

Artificial Intelligence has a long history that can be traced back to Gottfried 
Leibniz, who envisaged a machine that could help resolve complex legal 
cases using an automated reasoning machine. Leibniz made huge strides in 
this direction, establishing mathematical logic and the binary system as well 
as building the world’s first four-function calculator. Nevertheless, he also 
inspired Gödel, whose work provided the platform from which Alan Turing 
launched arguably one of the most adventurous intellectual journeys under-
taken by humanity—namely that of artificial intelligence.

In this chapter, we shall introduce the reader to some of the foundational 
concepts in artificial intelligence, while leaving the interested reader to pur-
sue the details in books specializing in artificial intelligence, such as Russell 
and Norvig [1].

We begin with a brief history of how three individuals were instrumental 
in establishing the entire field of artificial intelligence:

• Alan Turing—who we now know was already working on these ideas back 
in 1942, possibly before

• Warren McCulloch, who along with Walter Pitts established an abstract 
model for the neuron, which not only inspired von Neumann and 
Marvin Minsky, but also Frank Rosenblatt, who built the first perceptron

• John McCarthy, whose efforts beginning with the infamous 1956 
Dartmouth Conference have made a huge impact on this field

3
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The section that follows, introduces the reader to cognitive concepts, which 
will be useful to understand how researchers we are attempting to imbue 
computers with these cognitive abilities, which until recently were reserved 
for living things—namely the ability to learn, adapt to environmental 
changes and to reason.

It is prudent to mention that the age of cognitively enhanced machines 
has been part of our community for the last twenty years. For example, we 
have used neural network based systems to read postal codes (zip codes) 
since 1998, and many banks have used neural networks to read the numeri-
cal amount on checks since that time also.

Turing, McCulloch and John McCarthy

Alan M. Turing

The notions that he had learnt while attending a course on logic by the 
topologist, Max Newman, fascinated Alan Turing during most of 1935. In 
particular, he had become very interested in Gödel’s Theorem and the so-
called “Entscheidungsproblem”.

Gödel’s Ph.D. thesis (1929) had already proved the completeness theo-
rem for first-order logic, namely that a statement is universally valid if and 
only if it can be deduced from the axioms—this proved that within first-
order logic the notions of “truth” and that of “provable” were essentially 
equal. What remained was to prove the Entscheidungsproblem (or decision) 
problem, namely, whether an effective method exists to decide if any well-
formed formula of the pure first-order predicate logic was valid, in all pos-
sible interpretations.

In other words, to show whether there existed a method, procedure, 
or algorithm that would take as input a statement of first-order logic and 
answer ‘Yes’ or ‘No’ to the question of its validity—in a finite number of 
steps. The study and solution of this problem would turn out to be a pivotal 
point in Turing’s life.

Turing realized that if he were to answer this question, he would need to 
give an exact mathematical description (definition) of what it means to be 
computable by a strictly mechanical process, which he did via the idea called 
a (Turing) machine,

namely an idealized computational device following a finite table of instruc-
tions (in essence, a program) in discrete effective steps without limitation 
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on time or space that might be needed for a computation. Furthermore, he 
showed that even with such unlimited capacities, the answer to the general 
Entscheidungsproblem must be negative. [2]

Just one year later, Turing presented his solution to Newman, in a 
paper entitled “On computable numbers, with an application to the 
Entscheidungsproblem”. Initially Newman was quite skeptical of the 
paper that had been presented to him, but would quickly become con-
vinced and encouraged Turing to publish his ideas. Neither Turing nor 
Newman were aware that there were two other proposals that attempted 
to analyze the general notion of ‘effective computability’—one by Gödel 
“General Recursiveness” and the other by Church using what he called “the 
λ-calculus”.

Gödel explained his notion of general recursiveness in lectures on 
the incompleteness results during his visit to the Princeton in 1934. 
Nevertheless, Gödel only regarded general recursiveness as a “heuristic prin-
ciple” and was not willing to commit himself to that proposal. Although,

Gödel was deeply suspicious of abstraction in computation to the point that 
he did not accept the λ Calculus as a model of computation until it had been 
proved that it computed the same functions as Turing Machines. [3]

The equivalence of the λ Calculus and Turing Machines is now known as 
the “Church-Turing Thesis”.

Gödel, called Church’s proposal “thoroughly unsatisfactory”, in fact 
he remained skeptical of church’s proposal virtually all his life, and in 
1963 Gödel would identify the approach adopted by Turing as the defi-
nition of “algorithm” or “mechanical procedure” for a “formal system”, 
in preference to even his own Herbrand–Gödel recursion and that of the 
λ-calculus.

Turing arrived in Princeton in 1936 to study logic under Church, nev-
ertheless, that was not a very particularly happy relationship and would see 
Turing spending more time with John von Neumann—who also believed 
that Turing’s approach was the correct one:

von Neumann … firmly emphasized to me, and to others I am sure, that the 
fundamental conception is owing to Turing—insofar as not anticipated by 
Babbage, Lovelace and others. [4]
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Turing established two life-long relationships in 1936, one with a man 
that would become his mentor (Man Newman), and the other with a 
man that he would collaborate with for years to come both in math-
ematics and in the burgeoning field of computer science, namely John 
von Neumann.

Turing continues his stay at Princeton, this time on a Procter Fellowship 
and decides to work towards a Ph.D. under the supervision of Church. 
He completed the first draft of his thesis within 14 months of arriving at 
Princeton—including the previous year when he was undertaking work for 
John von Neumann.

Turing obtains his Ph.D. in 1938 at the age of 25, and von Neumann 
offers him a research assistantship with him at the Institute of Advanced 
Studies at Princeton. Nevertheless, Turing decides not to stay in the USA 
and returns to Cambridge. On September 3rd, Britain declares war on 
Germany and Turing sets off for Bletchley Park. Turing’s efforts at Bletchley 
Park are well known, nevertheless what is less well-known are his efforts in 
what he called the “child machine” and his obsession with the very notion of 
what would become known as “Artificial Intelligence” (AI).

Andrew Hodges describes how Turing was thinking about AI even when 
he wrote the famous 1936 paper in the documentary on Alan Turing made 
by the BBC [5]. The earliest evidence we have of this comes from recol-
lections by those who worked with Turing at Bletchley Park. In particular 
Donald Michie, Jack Good and Shaun Wylie:

Arriving at Bletchley Park in 1942 I formed a friendship with Alan Turing, 
and in April 1943 with Jack Good. The three of us formed a sort of discussion 
club focused around Turing’s astonishing “child machine” concept. His pro-
posal was to use our knowledge of how the brain acquires its intelligence as a 
model for designing a teachable intelligent machine. [6]

In the video “From Code breaking to Computing: Remembrances of 
Bletchley Park 50 Years …” [7] Donald Michie talks about Turing’s obses-
sion regarding “Thinking Machines” that would one day “outstrip the capa-
bilities of human thought, reason, knowledge & learning”.

The friendship Turing forms with Michie, Good and Shaun Wylie con-
tinues even when the war ends. In 1947, Wylie and Michie design chess 
playing program called Machiavelli, to rival Turing’s Turochamp program. 
Turing would begin to program both while at University of Manchester but 
would never complete [8].
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In 1948, Turing takes a sabbatical from his position at the National 
Physical Laboratory, and returns to Cambridge to work on his ideas on AI, 
the result of which is a report entitled “Intelligent Machinery”, which is ridi-
culed, then ignored by the head of Laboratory [9]. In this amazing paper, 
Turing defines the notion of ‘discrete’ and ‘continuous’ machinery using the 
notion of a path on a manifold, as well as notions that would later be recog-
nized as Genetic Algorithms and Neural Networks.

In 1950, Turing publishes his seminal paper entitled “Computing 
Machinery and Intelligence” [10]. In this paper, Turing clearly states:

The original question, “Can machines think?” I believe to be too meaningless 
to deserve discussion.

and suggests:

Instead of attempting such a definition I shall replace the question by another, 
which is closely related to it and is expressed in relatively unambiguous words. 
The new form of the problem can be described in terms of a game which we 
call the ‘imitation game’

that would permit one to establish whether a given system could be identi-
fied as ‘intelligent’.

Turing describes some of the features of what he calls the ‘child machine’, 
and expresses his view that while opinions may vary as to the complexity 
which is suitable for such a machine, that one

might try to make it as simple as possible consistently with the general princi-
ples. Alternatively one might have a complete system of logical inference ‘built 
in’

and further explains that

the process of inference used by the machine need not be such as would sat-
isfy the most exacting logicians. There might for instance be no hierarchy of 
types. But this need not mean that type fallacies will occur, any more than we 
are bound to fall over unfenced cliffs. Suitable imperatives (expressed within 
the systems, not forming part of the rules of the system) such as ‘Do not use 
a class unless it is a subclass of one which has been mentioned by teacher’ can 
have a similar effect to ‘Do not go too near the edge’
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moreover,

Most of the programs which we can put into the machine will result in its 
doing something that we cannot make sense (if at all), or which we regard 
as completely random behavior. Intelligent behavior presumably con-
sists in a departure from the completely disciplined behavior involved in 
computation

and goes on to state,

We may hope that machines will eventually compete with men in all purely 
intellectual fields. But which are the best ones to start with? Even this is a dif-
ficult decision. Many people think that a very abstract activity, like the play-
ing of chess, would be best. It can also be maintained that it is best to provide 
the machine with the best sense organs that money can buy, and then teach it to 
understand and speak English. This process could follow the normal teaching 
of a child. Things would be pointed out and named, etc.

The final paragraph is of some significance to modern-day AI, because it is 
very clear that Turing’s vision was to build an entire system, which included 
physical hardware, including sensors.

Warren S. McCulloch & Walter Pitts

In 1943, McCulloch (who was trained as a physician at Columbia 
University) began thinking about the notion that it should in theory be 
possible to translate logic into the operations of neurons in the cortex, and 
together with Walter Pitts, they wrote the seminal paper on neural network, 
“A Logical Calculus Immanent in Nervous Activity” [11].

By all accounts, this paper had a profound influence on John Von 
Neumann, who together with Norbert Wiener, McCulloch and Pitts had 
launched a series of conferences that fostered the development of what later 
became known as Cybernetics [12].

In 1961, McCulloch would write another seminal paper entitled, “What 
is a number that a man may know it, and a man, that he may know a num-
ber?” [13]. According to Louise Kauffman, this essay indicates a birth date 
for second order cybernetics, moreover

It is through the non-numerical mathematics of the observer – the mathemat-
ics of form, reference, self-reference and logic, that arithmetic emerges into 
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the world, and that world learns to count and do science, even to do first 
order cybernetics. [14]

Louise’s paper discusses the foundations of arithmetic in the non-numerical 
world of perception, action and distinction. There is a wonderful TED pres-
entation on the topic of number by the logician Kit Fine, which is perhaps 
easier to follow then this paper [15].

The importance of numbers is best described by McCulloch himself, who 
states,

I shall summarise briefly its logical importance. Turing had produced a deduc-
tive machine that could compute any computable number, although it had 
only a finite number of parts which could be in only a finite number of states 
and although it could move only a finite number of steps forward or back-
ward, look at one spot on its tape at a time and make, or erase, 1 or else 0. 
What Pitts and I had shown was that neurons that could be excited or inhib-
ited, given a proper net, could extract any configuration of signals in its input. 
Because of the form of the entire argument was strictly logical, and because 
Gödel had arithmetized logic, we had proved, in substance, the equivalence of 
all general Turing machines – man-made or begotten.

McCulloch goes on to state that he and Pitts had in actual fact discovered 
more than this, which they publish in a later paper called “How We Know 
Universals” [16]. The main idea in that paper was that any object, or univer-
sal, is an invariant under some group of transformations and consequently 
can be represented in a neural network.

According to Husbands & Holland [17]

During the discussion session following a lecture given by von Neumann in 
1948, McCulloch stressed the importance of Turing to his and Pitts’ work: 
“I started at entirely the wrong angle … and it was not until I saw Turing’s 
[1936] paper that I began to get going the right way around.”

Turing was a member of the infamous “Ratio Club” in Cambridge where 
McCulloch was a frequent visitor. It is therefore, highly likely that Turing 
would have been aware of the work undertaken by McCulloch and Pitts by 
the time he started research on his own brand of neural networks in 1947, 
however, there is no mention of their work in Turing’s 1948 report [9].

The purpose of this section was to re-establish the relationship that has 
long existed between the fields of cybernetics, neural networks and artificial 
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intelligence. With the advent of the 4th Industrial Revolution we have wit-
nessed reunification of the two fields of research, namely, neural networks 
with AI, there is every reason to believe that in the near term we shall also 
witness the rebirth of cybernetics and the unification of all three fields.

John McCarthy: The Dartmouth Conference

In many other resources the Dartmouth Conference of 1956 [18] is marked 
as the birth of “Artificial Intelligence”, which is apocryphal, because much 
effort had been expended over several hundred years with that goal in mind. 
Nevertheless, it is true that it was at this conference that John McCarthy 
coined the phrase “Artificial Intelligence”.

The four people who were named as the proposers of the summer confer-
ence were:

• John McCarthy, Dartmouth College
• Marvin L. Minsky, Harvard University
• Nathan Rochester, I.B.M. Corporation
• Claude E. Shannon, Bell Telephone Laboratories

and the summary for the proposal was:

The study is to proceed on the basis of the conjecture that every aspect of 
learning or any other feature of intelligence can in principle be so precisely 
described that a machine can be made to simulate it. An attempt will be made 
to find how to make machines use language, form abstractions and concepts, 
solve kinds of problems now reserved for humans, and improve themselves.

The following were some areas of artificial intelligence selected for study:

1. Automatic Computers
2. How Can a Computer be Programmed to Use a Language
3. Neuron Nets
4. Theory of the Size of a Calculation
5. Self-lmprovement
6. Abstractions
7. Randomness and Creativity
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John McCarthy: The Lighthill Report

In 1973, the UK government decided to evaluate the state of AI research, 
and appointed Sir James Lighthill to lead this investigation, which led to the 
infamous “Lighthill Report” that criticized the failure of AI to achieve the 
objectives that were promised—the Lighthill Report led to the near-com-
plete dismantling of AI research in the UK.

As a consequence of this report, the BBC decided to broadcast a debate 
from the Royal Institution of London called, “The general purpose robot is 
a mirage”, in which had Sir James Lighthill defended his report, whereas the 
team of Donald Michie, John McCarthy and Richard Gregory opposed it. 
It was during this debate that John McCarthy provides one of the most suc-
cinct definitions for the term “Artificial Intelligence”

Definition for the Term “Artificial Intelligence”

In 1973, during the Lighthill debate [19] that John McCarthy would pro-
vide the following definition for the term ‘Artificial Intelligence’ that he had 
invented in 1955:

Artificial Intelligence [AI ] is a science; it is the study of problem solving and 
goal achieving processes in complex situations.

McCarthy further states,

It [AI] is a basic science, like mathematics or physics, and has problems dis-
tinct from applications and distinct from the study of how human and ani-
mal brains work. It requires experiment to carry it out, it involves a very large 
number of parts to it, which I shall mention precisely four.

and he would go on to state that there were many areas involved in AI, but 
he chose four to describe during the debate. They four points are transcribed 
literally from this video:

1. Processes of search, which deals with combinatorial explosion. It seems 
what you said that you had just discovered that as a problem, but in fact 
the very first work in Artificial Intelligence, namely, Turing’s, already 
treated the problem of combinatorial explosion.
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2. Representation of information internally in the machine, both in 
Information about particular situations that the machine has to deal with, 
and the representation of procedures and the representation of the general 
laws of motion, which determine the future as a function of the past.

3. Advice giving, how we’re going to instruct the computer, or communi-
cate with it. At present programming that is influencing a computer pro-
gram is as though we did education by brain surgery.

4. Automatic programming, in an extended sense beyond the way it is used 
normally by the computer industry—that is going from information that 
determines how something should be done, to a rapid machine procedure 
for efficiently carrying this out. This is one of the major topics.

In 2007, McCarthy would produce a document entitled, “What is Artificial 
Intelligence?” [20] in which he provides the layperson with answers to some 
common questions, and taxonomy for the various branches of AI—which 
he states is incomplete. Four of the question/answer pairs are produced here 
in their original form, in the interest of accuracy of the information being 
conveyed:

Question:   What is artificial intelligence?
Answer:   It is the science and engineering of making intelligent machines, 

especially intelligent computer programs. It is related to the 
similar task of using computers to understand human intelli-
gence, but AI does not have to confine itself to methods that are 
biologically observable.

Question:   Yes, but what is intelligence?
Answer:   Intelligence is the computational part of the ability to achieve 

goals in the world. Varying kinds and degrees of intelligence 
occur in people, many animals and some machines.

Question:   Isn’t there a solid definition of intelligence that doesn’t depend 
on relating it to human intelligence?

Answer:  Not yet. The problem is that we cannot yet characterize in gen-
eral what kinds of computational procedures we want to call 
intelligent. We understand some of the mechanisms of intelli-
gence and not others.

Question:   When did AI research start?
Answer:   After WWII, a number of people independently started to 

work on intelligent machines. The English mathematician 
Alan Turing may have been the first. He gave a lecture on it in 
1947. He also may have been the first to decide that AI was best 
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researched by programming computers rather than by building 
machines. By the late 1950s, there were many researchers on 
AI, and most of them were basing their work on programming 
computers.

John McCarthy: Branches of AI

• Logical AI The encapsulation of general knowledge about the world, 
together with the facts of a specific situation in which the program must 
act, together with its goals. All of this is represented in some logical or 
mathematical language. By using inference techniques, the program is 
able to determine which actions are appropriate to undertake in order to 
achieve its goals.

• Search AI programs often face a large number of alternate possibilities 
(e.g. moves in a chess game) they continually assess the situation and dis-
cover how to do this more efficiently.

• Pattern recognition Often AI programs will make an observation of 
some kind, and then they are required to compare what it has observed 
with a given pattern.

• Representation This is related to the first category, namely, it is the repre-
sentation of facts about the world using mathematical logic.

• Inference From some facts, others can be inferred. “Mathematical logical 
deduction is adequate for some purposes, but new methods of inference 
have been the focus of some recent research. The simplest kind of non-
monotonic reasoning is default reasoning in which a conclusion is to be 
inferred by default, but the conclusion can be withdrawn if there is evi-
dence to the contrary.” (McCarthy)

• Common sense knowledge and reasoning This is the area in which AI is 
farthest from human-level, despite the fact that it has been the an active 
area of research since the 1950s.

• Learning from experience This is an area that pertains to AI programs 
within the specialized realm of neural networks. In addition, an AI pro-
gram may be required to learn laws expressed in logic.

• Planning Planning programs start with general facts about the world, 
facts about the particular situation and a statement of a goal. From these, 
they generate a strategy for achieving the goal. In the most common 
cases, the strategy is just a sequence of actions.

• Epistemology This is a study of the kinds of knowledge required for solv-
ing problems in the real world.
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• Ontology Ontology is the study of various kinds of objects, and we study 
what these kinds are and what kinds of basic properties they possess.

• Heuristics A heuristic is a way of trying to discover something or an idea 
imbedded in a program.

• Genetic programming This is a technique for getting programs to solve 
a task by mating random programs and selecting fittest in millions of 
generations.

A More Modern Definition

The current managing director of Microsoft Research’s main Redmond Lab 
is Eric Horvitz, who defines AI as “the scientific study of the computational 
principles behind thought and intelligent behavior” [21]. Moreover, he 
states what many consider as the four main pillars of AI:

• Perception
• Learning
• Natural Language Processing
• Reasoning

Introduction to Cognition

Human beings categorize everyday objects or experiences in many ways, the 
two that appear commonly are the Aristotelian Categories that are based 
on some kind of abstract definition (or rule) and those that are based on a 
notion described by the philosopher Wittgenstein as family resemblance.

In the early 1970s the psychologist Eleanor H. Rosch conducted various 
experiments which showed one prominent aspect of how human beings cat-
egorize everyday objects. Rosch concluded that people appear to rely less on 
the classical types of categories as described by Aristotle, but appear to cat-
egorize objects based more on comparison with object which they deem to 
be the best representative of categories already known to them. These rep-
resentatives are what Rosch names as the “prototypes” of the categories that 
represent everyday concepts.

In addition, Rosch demonstrated that human beings are able to cate-
gorize objects by qualia even in the absence of words in their language to 
describe the categories for the objects. Rosch argued that basic objects have 
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an important psychological role to play in our cognition, and therefore they 
have a psychological import that determines how such objects are mentally 
represented.

Concepts: Individuals and Categories

A fundamental characteristic of human intelligence is the ability to entertain 
thoughts that correspond to entities or to collection of entities.

We begin by defining the word ‘concept’ to mean a unit of thought. There 
are two kinds of concepts, those that refer to ‘individuals’ (say the concept of 
a man or dog) and those that refer to ‘categories’, examples of which include 
bird or perhaps chair.

There are two basic kinds of categories:

Aristotelian Categories

Aristotelian Categories describe a collection that is relatively simple to define 
using basic rules. For example, a Grandmother is a person who is the mother 
of a parent, another example is the concept of a Prime Number, which is 
defined as a number whose only factors are the number 1, and the number 
itself. Aristotelian categories are sometimes also called Classical Categories.

Family Resemblance Categories

Family Resemblance Categories describe the concept for a given collec-
tion by presenting a list of common properties that are satisfied by all the 
members of a given category, and only the members of that category. These 
kinds of categories possess features quite distinct from those of Aristotelian 
categories.

Prototypes

Family resemblance categories typically have a ‘prototype’ associated with 
them, which is a hypothetical member of the category that possesses the 
largest number of traits shared by the members of that family. It is impor-
tant to note that such prototypes may not actually exist in the real world.
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Unclear Boundaries or Cases

Eleanor Rosch [22] demonstrated that many of our intuitive everyday con-
cepts are more like family resemblance categories than Aristotelian ones. 
Moreover, Rosch discovered that given an object and a category, subjects of 
her experiments appear to agree among themselves on how good a member 
the object was for the given category—they intuitively assigned a “fitness” to 
the object. It is plausible that when we learn family resemblance categories 
what we actually remember are the prototypes, real or not, and we judge 
other members of the category by how similar they are to these hypothetical 
prototypes.

Conceptual Spaces

More recently, Peter Gärdenfors [23] has elaborated the approach to pro-
totype theory by introducing the notion of conceptual spaces, where a cat-
egory is defined in terms of a conceptual distance.

Gärdenfors defines a Conceptual Space as a geometric structure, a multi-
dimensional space where each dimension represents one of the qualities: 
weight, color, taste, temperature, pitch along with the normal three dimen-
sions of space. Within this space of qualia, the points denote objects, and 
the regions denote concepts. This notion of a conceptual space was part 
of Gärdenfors theory of conceptual learning that he introduced in the late 
1990s.

Inference of Unseen Properties from Seen 
Properties

As we have seen there are at least two distinct ways that we, as humans, seg-
ment the world around us into manageable parts, namely by the process of 
forming classical categories (a cognitive process often called abstraction ) and 
discovering prototypes. Abstraction is the process of filtering the informa-
tional content of an observable phenomenon, where we select only those 
aspects that are relevant for a particular purpose, this process results in con-
ceptual categories, or concepts.

Nevertheless, this does not explain why humans perform such a mental 
task, in other words why do we categorize. The answer is reasoning. If we are 
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able to perceive a few traits of an object, then we will place the object into 
a particular mental category. Then by comparing this object with the pro-
totype for the given category, we infer that the object must also have other 
properties common to that category.

Reason and Reasoning

Reason is the capacity possessed by some entities that allows them to make 
sense of things, apply logic, establish facts, and also to modify (or justify) 
existing beliefs. It is a quintessential characteristic of any intelligent agent 
and humans in particular.

Reasoning is the ability to reason, cognitive scientists associate this ability 
with that of thinking or cognition. An inference may be defined as the pro-
cess of reaching a conclusion based on evidence and reasoning.

Logic is concerned with inferences, to be more precise, logic is concerned 
with valid inferences, which are inferences where the truth of the conclusion 
follows from that of its premises. The word ‘valid’ therefore does not refer to 
the truth of the premises or the conclusion, but rather the form of the infer-
ence itself. An incorrect inference is known as a fallacy.

Charles S. Perice [24] divided inference into three kinds:

• Deductive inference is where conclusions are derived from premises are 
assumed to be true, and by using valid inferences we are guaranteed that 
the conclusions will also be true. In other words, in a deductive inference 
what is inferred is necessarily true if the premises from which it is inferred 
are true.

• Inductive inference is where we infer a universal conclusion from a specific 
premise or premises.It is common to characterize these kinds of inferences 
by stating that the inferences are based purely on statistical data.

• Abductive inference is an inference from the premises to the best 
explanation.

• Statistical inference uses mathematics to draw conclusions in the pres-
ence of uncertainty, many believe this is a generalization of deterministic 
reasoning.

Deductive inference tends to go from general to the specific. For example:
Socrates is a man, all men are mortal therefore Socrates is mortal.
This kind of argument is known as a Syllogism, a form of reasoning dis-

covered by Aristotle.
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Inductive Inference would typically go the other way, and there different 
kind of inductive reasoning. Here are two common usage:

1. Socrates, Plato and Aristotle are all men; Socrates is mortal, Plato 
is mortal, Aristotle is mortal therefore all men are mortal (Inductive 
Generalization ).

2. 94% of all humans who live in Uberland are tall, Yano lives in Uberland, 
hence Yano is tall (Strong Argument ).

In the second case above, in this case the premises (“94% of all humans who 
live in Uberland are tall” and “Yano lives in Uberland”) make it very likely 
that the conclusion (“Yano is tall”) is true, they don’t guarantee that the con-
clusion is true, but they do provide good reasons to believe that Yano is tall 
is true. Nevertheless, if the 94% were replaced by 44% then the inference 
would no longer be strong, but considered as weak.

For induction, we can no longer rely on the concept of valid inference 
and we introduce the concept of strong/weak arguments. Notice that in the 
case of deduction, inferences are either valid or invalid, whereas in the case 
of inductive arguments strength is a matter of degree.

Inferences are logical relationships between conclusion and the associated 
premises, and the most intuitive way to determine whether a particular piece 
of reasoning is good, is to ask the following question:

If all the premises were true, would they provide adequate support for us to 
believe the conclusion with a high degree of certainty?

It is important to understand that logical analysis of reasoning (namely the 
determination of whether an argument is strong or an inference valid) is dis-
tinct from the notion of truth for the premises.

In an Abductive Inference the conclusion does not logically follow from the 
premises, nevertheless, the conclusion is the best explanation for the situa-
tion on hand. For example,

One day you witness John and Mary having a terrible argument and they 
vow never to be friends. Two weeks later you see them together outside village 
shop. The best explanation for this is that they made up and you conclude 
that they are friends once again.

Both induction and abduction are considered to be ampliative, meaning 
that the conclusion goes beyond what is logically contained in the premises. 
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Furthermore, in abduction one often appeals (implicitly or explicitly) to the 
best explanation for the situation, whereas in induction one only appeals to 
observed frequencies or statistics.

There are many ways to formulate abduction, here is just one:

Given evidence E and candidate explanations H1,…, Hn of E, if Hi explains E 
better than any of the other hypotheses, infer that Hi is closer to the truth than any 
of the other hypotheses.

The issue here is the often the inferred explanation may not be reliable, 
and in this particular case it further requires an account of “closeness to the 
truth”. Moreover, despite the fact that there is much agreement that peo-
ple frequently rely on abductive reasoning, there is no such agreement with 
regard to which one of the various rules is the appropriate one to use—nev-
ertheless, we may still ask if this practice is rational. Experimentalists have 
discovered that when people are able to provide an explanation for some 
possible event, they tend to overestimate the likelihood that the event will 
actually occur.

Normative vs. Descriptive

• Normative model is how people ought to think if they were rational
• Descriptive model is how people really do think

One example of normative model for deductive reasoning is first order logic, 
whereas the normative for inductive reasoning might be the mathematical 
laws that govern probabilities and their implications.

Theories and Models

Given a language, then informally, we can define a collection of true sen-
tences to be a ‘Theory’, more often a theory consists of a set of statements 
(the axioms) that are assumed to be true together with all the deductions 
that can be made using the rules of inference.

A ‘model’ is somewhat more complex, and is required to provide the 
meaning for terms and sentences used within the theory; in particular, it is 
used to provide a meaning for the word ‘true’. Informally, a model consists 
of a domain of interest together with a mapping, which takes each expres-
sion (or formula) in the theory and maps it into the domain of interest.
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For example, in the language of First Order Logic, we are able to express 
properties of objects, and their relationships to one another in a given 
domain. Suppose our domain of interest consists of people in a given region 
together with the set of lottery tickets for that region, and one relation 
denoted by ‘owner’, such that the statement ‘owner(Tom, ticket1)’ is true if 
Tom is the owner of the winning ticket1. Notice, at this stage all we can do 
is state who owns which ticket we have no way of expressing the winning 
ticket, in order to do that we shall have to introduce a new symbol ‘win-
ningTicket’, so now we can say ‘winningTicket(ticket2)’.

Suppose the domain of interest is a village called “Miniscule” that consists 
of {Tom, Mary, Sandy, ticket1, ticket2, ticket3, ticket4}, and suppose that 
Tom owns ticket1 and ticket2, while Sandy owns ticket3 and Mary owns 
ticket4. Furthermore, on a particular day the winning lottery ticket was 
ticket2.

Assuming that the interpretation maps ‘Tom’ (the name) to Tom the per-
son and maps the word ‘ticket2’ to the actual ticket that won the lottery, 
the set of two statements {winningTicket(ticket2), owner(Tom, ticket2)} will 
both be true in this setting. We call the set of two statements a “Theory”, 
while the village is called a “Model” for this theory (let us call this model 
M1).

Suppose the following week, the winning ticket was ticket3, while Tom, 
Mary and Sandy still map to the respective people in Miniscule, the model 
has now changed (let’s call this M2). The statement ‘winningTicket(ticket2)’ 
is not true in the new model, and therefore we say that M2 does not satisfy 
this theory: {winningTicket(ticket2), owner(Tom, ticket2)}.

A more sophisticated example would be given by the axioms for 
Euclidean Geometry, these are abstract sentences in the language of math-
ematics, and a plane is a good model for Euclidean Geometry.

By using deduction as our reasoning mechanism, we are able to prove 
true statements about the model without making any further observations—
the key point here is that we are able to discover truths about our model by 
reasoning.

Are Models Useful?

In a recent interview [25] Vint Cerf (one of the pioneers of the Internet) was 
asked the question:
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What kind of fundamental structures do you think might become important 
in the future?

To which he responded:

the most fundamental one has to do with the semantic modelling of what’s 
going on. The thing which makes AI powerful is its ability to build models 
that are analytic. Right now we don’t do that very well. We have neural net-
works whose function we don’t understand.

and goes on to state

If there were a powerful addition to the computing environment that we 
could point out, it would be the ability to extract model of the real world, 
for example, or a model of an artificial world like a company and then try to 
understand how to reason about it.

Bayesian Statistics and Probability Theory

There are different interpretations for the notion of probability, and we 
are going to consider just two “Classical Probability” and “Subjective 
Probability”.

Classical Probability

The classical interpretation of probability comes from the work of mathema-
ticians who were attempting to figure out the mathematics of chance, typi-
cally stated as:

This states that the probability of some desired outcome (A) is the ratio of 
favorable cases divided by the total number of possible cases.

For example, consider the random trial of tossing a coin, the set of pos-
sible outcomes in this case is: {heads, tails}

In the case of a die, the set of possible outcomes is: {1, 2, 3, 4, 5, 6}

P(A) = number of favorable cases /total number of equally possible cases

P(heads) = {heads}/{heads, tails} = 1/2 = 0.5

P(odd number) = {1, 3, 5}/{1, 2, 3, 4, 5, 6} = 3/6 = 0.5
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Laplace introduced the Principle of Indifference to help clarify the notion of 
equally possible is, “We should treat a set of outcomes as equally possible if 
we have no reason to consider one outcome more probable than the other”.

This interpretation is commonly used in cases where (a) there are a finite 
number of elementary outcomes, and (b) Laplace’s principle of indifference 
applies.

This interpretation is sometimes called “Relative Frequency” interpreta-
tion of probability, when we say the probability of getting a head when we 
toss a fair coin, what we really mean is that if we toss the coin repeatedly in 
the long-run half the tosses would land heads. Therefore, the probability is 
identified with the relative frequency behavior of the coin.

Subjective Probability

The Subjective interpretation of probability is the measure of degree of 
belief in whether a particular event occurs, it is the reporting on the strength 
of the subjective degree of confidence of the outcome—this can also be 
thought of as the degree of belief one has in the truth for a give proposition.

Bayes’ Rule it is basically the way of calculating a conditional probabilities 
given certain information, and it is typically used to evaluate how strongly 
the evidence (E) supports a hypothesis (H). The rule is often stated as:

H is the hypothesis that a patient has an ailment given the evidence of a 
clinical test E.
P(H/E) stands for “the probability that the hypothesis is true given that 

the evidence is true”, this is sometimes called the posterior probability of H.  
The subjective reading for this term is, the degree of belief we should have 
for the truth of the hypothesis once we have learnt the truth for the evidence 
(posterior probability of H).

P(H) represents the degree of belief we had in H before we learnt about 
the new evidence E (the prior probability of H).
P(E/H) stands for the likelihood of the evidence of E assuming the 

hypothesis to be true. This is the probability that someone will test positive 
for E given that they have the ailment.

P(E) is the total probability of the evidence E. In our example, it is the 
probability of all patients testing positive even if they do not have the ailment.

P(X) = degree of belief that X is true

P(H/E) = [P(E)× P(H)]/P(E)
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Let’s consider an example:
Approximately 2% of patients have cancer. A patient with cancer has a 

87% chance of being tested positive, while a patient without has a 10% 
chance of testing positive. What is the probability the patient has cancer 
given a positive result?

H:   patient has cancer
E:    a positive test

P() = [probability of no-cancer and positive (= 0.98 × 0.10) + probability 
of cancer and positive (= 0.02 × 0.87)] = [0.0174 + 0.098] = 0.1154

This example shows how the additional evidence of positive test together 
with the rates for a positive test can be incorporated to produce a new likeli-
hood for cancer using Bayes’ rule.

This rule provides us with a framework for how we should update the 
degree of belief in a hypothesis when given a new piece of evidence. With 
this interpretation the subjectivists Bayes’ Rule functions as rational belief 
formation and rational inference.

A set of personal beliefs is coherent if and only if the set satisfies the rules of 
probability theory. It is in this sense that the subjective framework for proba-
bility brings with it a normative theory of probability. Therefore by following 
Bayes’ Rule of probability theory as a principle for how we are to learn from new 
evidence, the only point that remains is to decide how to assign a number to a 
person’s degree of belief, and there are various methods of achieving this goal.

The followers of this interpretation also believe that it embeds deductive 
logic as a subset, and this is a major issue with this particular interpreta-
tion and approach to learning. There are many non-classical logics, those 

P(patient has cancer/given a positive outcome on the test)

=
P(patient having cancer)× P(likelihood of a positive test given patient has cancer)

P(of all positive results from those taking the test)

P(of all positive test results)

=
[

probability of no− cancer and positive(= 0.98× 0.10)

+probability of cancer and positive(= 0.02× 0.87)
]

= [0.0174+ 0.098] = 0.1154

P(patient has cancer/given a positive outcome on the test) = 0.0174/0.1154

= 0.15 or 15%
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who follow the Bayesian interpretation also assume that laws of classical 
logic are correct and make them immune to revision based on new empirical 
evidence.

Scientific Reasoning—Mathematical Models 
and Predictions

Inductive inference is also common in science, for example suppose that 
each day we measure the height of a plant, then plot the finite set of data 
points. We can then draw the best fitting line that represents the functional 
relationship between the two variables, Day and Height in our case.

The best fitting line that we obtained by using inductive inference (induc-
tive generalization) is called a mathematical model of the finite data set. We 
may use the model to predict a value for the height on day 4 using the equa-
tion for the line that was the generalization inferred from the finite data set.

Note that the logical usage of induction is broader (allows more kinds of 
inductive inferences) compared to the ones acceptable to scientific reason-
ing, which typically focused on inferring general statements from particular 
ones. The important point to remember here is that when we conduct scien-
tific reasoning we are moving from known facts, about observable phenom-
enon say, to a hypothesis or conclusion about the world beyond observable 
facts (Fig. 3.1).

Fig. 3.1 Model and Data Points
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Reasoning Systems

Historically, one of the most popular paradigms for knowledge representa-
tion was the familiar “If-then” rules, which could easily be translated into 
first order logic, and therefore each rule could be viewed as unit of infor-
mation or knowledge. Inference rules could then be applied to create new 
knowledge.

Rule-based systems were the archetypes for reasoning systems, where one 
could apply the rules in a forward chaining manner to produce new pieces of 
information or in a backward chaining manner to deduce the truth of given 
statements.

The traditional nomenclature for this kind of system was “expert sys-
tem” or “knowledge-based system” which is no longer popular; nevertheless, 
rule-based processing system architectures exist to this day in one guise or 
another. A typical rule-based system consists of three major elements:

• a knowledge base—in this scenario that would be the set of “if-then” rules 
and facts

• a working memory—the database of derived facts and data
• an inference engine—which contains the reasoning logic used to process 

the rules and data.

and some intelligent agent architecture still deploy this kind of architecture 
within each agent to perform reasoning.

It is also possible to replace the common Boolean logic and first-order 
logic with a Fuzzy Logic to deal with possibilities (rather than probabilities ), 
enabling it to handle knowledge and facts that imprecise or vague, leaving 
uncertainty to a different kind of reasoning system based on probability.

Problem Solving Strategies: The Search Space 
and Algorithms

One of the major pillars for the field of artificial intelligence is the topic of 
search, in particular using search as a paradigm for problem solving, the 
notion of search and search algorithms were concepts that occupied Alan 
Turing during the early days of AI.

The state space approach to problem representation requires a mapping 
from the real-world problem to a data structure. An initial state together 
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with a set of operators for changing the state is called the state space for the 
problem. The sequence of states produced by the valid application of the 
operators starting with the initial state is called a path in the state space.

Now that we have the definition of a path through this space, beginning 
with the initial state, we now need to define a goal state so that we are able 
to determine that the search is complete and we have reached a final state for 
the search. This is the reason for requiring an initial definition for a goal test 
that will help us determine when we have reached the goal state. Please note 
that in most cases defining the goal test may itself be a substantial problem.

In many search problems, not only do we wish to reach a goal state start-
ing from a given initial state, but we would like to achieve this task with the 
lowest possible cost. Thus, we can compute the cost as we apply operators 
and transition from state to state—this path cost is called a cost function.

Effective search algorithms must cause systematic motion through the 
state space. Brute-force (or blind ) search algorithms blindly search the state 
space, while heuristic search algorithms use feedback or information about 
the problem to direct the search by using the information to select which 
nodes to expand.

A search algorithm is called optimal if it will find the best solution from 
several possible solutions. A search strategy is said to be complete if it is guar-
anteed to find a solution if one exists. We must also take into consideration 
the efficiency of algorithms, in terms of time and space. The time complexity 
describes how long an algorithm will take to find a solution and the space 
complexity describes how much memory it will require to reach the goal 
state.

The best-known search strategies are:

• Breath-first search is a complete algorithm with exponential time and 
space complexity. It examines each one step from the initial state, then 
each state two steps away, and so on.

• Depth-first search has lower memory requirements than breadth-first 
search, but it is neither complete (it can get stuck in loops) nor optimal. 
In depth-first search, a single path is chosen and followed until a solu-
tion is found, or a dead end (a leaf mode) is reached. The algorithm then 
backs up and continues down another path.

• Another approach to problem solving using search is called constraint 
satisfaction, where the acceptable solutions are defined by expressing (or 
defining) a set of constraints. Therefore constraint satisfaction search uses 
information about valid states to help limit or constrain the range of the 
search.
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• Means-ends analysis is one of the oldest problem-solving processes in 
artificial intelligence, it was first used by Newell & Simon [26] in their 
General Problem Solver.

Like any other search strategy, the means-ends algorithm has a set of states 
together with a set of operators that describe the transition from one state 
to another. Nevertheless, unlike other strategies, the operators (rules for 
describing the transformations) do not completely specify the before and 
after states.

The left hand side of the rule (commonly called the antecedent of the 
rule) only contains a subset of conditions, the preconditions, which must be 
true in order for the operator to be applied. Similarly, the right hand side of 
the rule identifies only those parts of the state that the operator changes. The 
means-ends analysis uses both forward and backward reasoning and a recur-
sive algorithm to systematically minimize the differences between the initial 
and goal states.

• Large state spaces (namely those commonly found in AI problems) are 
particularly difficult to deal with using conventional algorithmic tech-
niques. One relatively recent discovery is the class of algorithms called 
genetic algorithms, and the search strategy is called Genetic Search. Genetic 
algorithms have the ability to explore thousands of alternative solutions in 
parallel. Genetic algorithms utilize a biological metaphor to traverse the 
state space.

There are a few steps that are necessary for this technique to work:

• We must be able to represent the problem state (and the final solution) 
by strings, which are typically called chromosomes—the strings constitute 
the individuals in this population.

• There must exist an evaluation (objective) function that takes encoded 
string as an input and produces a “fitness” score. This score is then used to 
rank the set of strings based on their fitness.

• The strings with the highest fitness score are randomly selected to “sur-
vive” and procreate the next generation of strings. The operators are also 
genetically inspired and will attempt to modify the selected strings to an 
attempt to improve their fitness score, and help them get closer to the 
goal string (the goal state).

• There are two main operators, the mutation operator and the crossover 
operator. In the case of binary strings, the mutation operator mimics the 
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notion of random mutation in biology, therefore it randomly flips a few 
of the bits in the given string (input). The crossover operator takes two fit 
individual strings and combines their genetic material and forming two 
new offspring individuals (strings). By its very action the crossover oper-
ator injects ‘noise’ into the process of search to ensure the entire search 
space is covered.

• The various genetic operators can force widespread exploration of the search 
space, (crossover) or relatively localized hill-climbing behavior (mutation).

• Alan Turing knew about genetic algorithms as far back as 1948, however, 
their main development is due to Prof. John H. Holland and the ideas are 
covered in some detail in his book [27].

Summary

In this chapter, we introduced the original thoughts for a machine that 
could learn, think, adapt and problem solve as described by the three main 
pillars of the subject. In addition, we discussed the basic notions for con-
cept representation, learning and reasoning from the field of Cognitive 
Psychology.

The chapter concludes by providing a simple explanation for the notions 
of a reasoning system and that of a “search space”, which is a fundamental 
concept in AI.
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Introduction

From sophisticated single agents to multiagent systems (MAS), intelligent 
agent software has come a long way since its inception. Many new branches 
of research in this field have emerged over the years resulting in today’s 
agents who perform tasks such as learning, reasoning, negotiating, self-
organizing, etc. that were previously only attributes that one would com-
monly assign to human beings.

The very notion of agency has introduced a new kind of paradigm within 
the software community that has evolved over the years; from software that was 
considered to be reactive (reactivity ), namely software that responded to events 
(stimuli ), to more sophisticated software that are autonomous (autonomy ) and 
able to make their own decisions (reasoning ). Then we saw the emergence of 
software that could also take initiative from plans and strategize to fulfill its 
goals (proactiveness ), and it could interact with other agents (social ability ).

The first notions of agency was originally introduced by Wooldridge 
and Jennings [1] for a single agent, which has evolved into a new paradigm 
of multiagent agent systems (MAS). These new kinds of complex agents are 
mobile (mobility ) able to cooperate with one another, have belief systems, and 
can self-organize into a community in order to solve difficult problems. In what 
follows, we shall describe some of the concepts and approaches used to build 
such systems.

4
Intelligent Agents
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Agent

An agent is an autonomous entity, which has the ability to sense its environ-
ment through the use of its sensors, and acts on the environment through 
the use of its actuators (Fig. 4.1).

Agents are said to be reactive because they typically react to events 
detected by their sensors via actions through their actuators. Notice this 
description is quite general, it does not restrict the agent to being a software 
entity, which allows it to be closely aligned to similar concepts (the control-
ler) within the realm of cybernetics.

Notice this description is quite general, it does not restrict the agent to 
being a software entity, which allows it to be closely aligned to similar con-
cepts (the controller) within the realm of cybernetics.

We define the sensory history, as the complete sequence of all sensory 
inputs for a given agent.

An agent can have different types of behavior, for example, the choice of 
action for any given instant can depend on the particular sensory input, or it 
can depend on the entire sensory history to date. However, it cannot depend 
on anything that the agent did not have prior knowledge, or anything that 
was not previous provided as input by its sensors.

Fig. 4.1 Components of an Agent
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Agent Behavior

The agent’s behavior is abstractly defined as the agent function, which is a 
(functional) relationship between an action and any given sensory history.

This is an external characterization for the agent, whereas internally an 
agent program implements the agent function for a given agent. The two 
concepts are quite distinct; one is an abstract mathematical description, while 
the other is a real piece of software running within some physical system.

The agent’s actions (often in response to some stimuli it received through 
its sensors) will also generate a sequence of changes in its environment, which 
will produce a sequence of environmental states. We can use the sequence 
of environmental states to measure the performance of the agent within the 
given environment. The performance measures should be designed with 
respect to the changes one actually desires in a given environment, rather than 
according to how an agent should behave within that environment.

Software Agent

Wooldridge [2] provides a similar definition for a software agent, namely,

an agent is a computer system that is situated in some environment, and that 
is capable of autonomous actions in this environment in order to meet its del-
egated objectives

Rationality

We have already mentioned the general notion of rational behavior in the 
section on Reasoning, therefore in addition to the ability to reason and 
knowledge (especially prior knowledge of the environment), the other 
resources required by a rational agent include:

1. The performance measure that defines the criterion for success
2. The set of actions—which the agent can perform
3. The agent’s sensory sequence to date

We should note that for each possible sensory sequence, a rational agent 
should select an action that maximizes its performance measure, given the 
resource available to it.
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Task Environments

If rational agents are the solution, what is the problem? More to the point, 
how do we specify/describe the problem? That is where the notion of a task 
environment comes in—the particular type of task environment will deter-
mine the kind of design we should adopt for creating the rational agent (the 
solution).

Task environment is a useful concept described by Russell and Norvig 
[3]. It helps the designer determine the kind of architecture that would be 
required by the agent, and the kind of features that need to be observed by 
its sensors; furthermore, it also identifies the kinds of changes that need to 
be instigated by the agent’s actuators.

The elements that constitute a task environment are:

• Performance measure
• Environment
• Actuators
• Sensors

The following table (Table 4.1) provides two examples of task environ-
ments. The second example in the table clearly demonstrates that not 
all rational agents will be physical entities, and that some may very 
well exist in a virtual environment—we refer to such agents as software  
agents.

Table 4.1 Examples of Task Environments

Agent type Performance
measure

Environment Actuators Sensors

Autonomous 
driver

Speed, compli-
ance (legal), 
energy 
utilization

Roads, traffic, 
pedestrians, 
customers

Steering, accel-
erator, brake, 
signal

Cameras, GPS, 
speedom-
eter, odom-
eter, engine 
sensors

Medical diag-
nosis system

Healthy 
patient, 
reduced costs

Patient, hos-
pital, various 
kinds of staff

Display 
of ques-
tions, tests, 
diagnoses, 
treatments, 
referrals

Keyboard entry 
of symptoms, 
findings, 
patient’s 
answers
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Table 4.1 is clearly vast, and therefore we need a way of classifying them 
Russell and Norvig [3] achieve this by using a set of seven common charac-
teristics, four of which we describe here.

• Observable

For a given task environment:

• is said to be fully observable if the agents sensors are able to detect all 
aspects of the environment that is relevant for the action selected by the 
rational agent—what is relevant in this scenario is determined by the per-
formance measure. Moreover, in this particular case the agent has sensors 
that allow it to access the state of the environment at all times.

• is said to be unobservable when the agent does not have any such access, which 
could occur for various reasons, including the lack of appropriate sensors.

• or partially observable in the case where it has noisy or inaccurate sensors.

• Deterministic

If the next state of the environment is completely determined by the current 
state together with the action taken by the agent, then we shall consider this 
task environment to be deterministic, and consider it as stochastic otherwise. 
Stochastic refers to the fact that the next state (the outcome of the action 
taken by the agent) is quantified in terms of probabilities. An environment is 
said to be uncertain if it is not fully observable or it is not deterministic.

Important note: an environment that is not deterministic is not the same 
as an environment that is nondeterministic, this is a subtle yet important dis-
tinction. A nondeterministic environment is determined by the possible out-
comes and not by probable outcomes.

• Dynamic

Dynamic environments are those which themselves change while the agent is 
deliberating, an environment is said to be static in cases where it is not dynamic.

Dynamic task environments are significantly more complex compared to those 
where the passage of time has little impact on the state of the environment itself.

• Multiagent

The distinction between single and multiple agents is far from obvious, 
because we have to determine which entities within a given scenario are 
agents and which are objects.
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Intelligent agents are essentially reactive systems, however when such 
agents appear in a multiagent scenario we have an additional complexity to 
deal with, namely the issue of communication (in other words the manner 
in which they will communicate with each other). Communication between 
the agents is an issue that must be addressed during the design stage.

Perhaps the agents are intended to compete with one another, this occurs 
when we are designing (or dealing with) self-interested agents, which is 
where we may have to introduce such notions as “auctions & voting sys-
tems” and negotiation tactics.

If the agents are benevolent, then we may need to decide how they are 
going to cooperate (or collaborate) with one another, in order to succeed in 
this kind of problem solving scenario. This is a very notion of cooperation 
raises some complex issues of its own, so this kind of distributed architecture 
is notoriously difficult even with dumb entities, let alone with intelligent ones.

Sense vs. Perceive

Consider a simple agent that does little more than ‘sense’ some aspect of its 
environment, then respond to that stimuli in a reflexive manner (these are 
typically called sense-and-respond agents or reflex agents). There is no cogni-
tion involved in this scenario, and in such instances the use of the term ‘per-
cept’ is misleading, which is why we prefer to use the word ‘sense’ rather 
than ‘percept’ (the terminology used in [3]).

The separation of ‘sensation’ from ‘perception’ is also helpful when we 
consider the case when the agent under consideration is a human being, 
because we are then able to distinguish the notion of sensing a tempera-
ture from that of perceiving an object as being ‘hot’. On a technical level, 
the sensation is a quantitative instrument producing some kind of logical 
or numerical value, whereas perception is a ‘qualitative’ cognitive concept. 
As we have already discussed cognitive concepts can easily overlap, in other 
words there may not be a clear distinction between the concept ‘hot’ and 
that of ‘cold’, because these categories are not well delineated nor mutually 
exclusive. For example, to which category does a warm object belong?

Moreover, the cognitive processing of sensory data also may deal with 
values that appear to be erroneous. For example, given a data reading from 
one of the heat sensors in our skin, which does not correspond to those of 
its neighbors may be ignored by the perceptual system as a mal-functioning 
sensor. Therefore, the perceptual system may then form a perception of the 
object in question using the sensors in a neighborhood but excluding the 
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value from the malfunctioning sensor. We need to distinguish the operation 
of the sensory mechanism (the hardware of the intelligent agent) from that 
of the perceptual mechanism (a cognitive process); otherwise, we could eas-
ily lose the ability to model this important feature of an intelligent system.

Therefore, in place of ‘percept’ and ‘percept sequence’ we shall use the 
words ‘sensory input’ and ‘sequence of sensory inputs’, which refers to the 
complete history of all sensory inputs for the given agent.

Structure of Agents

Thus far we have discussed the actions of the agent (its behavior) performed 
given a sequence of sensations, now we shall consider the internal structure 
of agents. In the scenario where agents are used to implement a solution to 
a given task, the role played by AI is in the design of the agent program 
that implements the agent function, namely the mapping of sensation of the 
external stimuli into the actions to be taken by the agent.

Clearly, the agent program needs to execute in some kind of computa-
tional device, however, the agent itself needs to have an appropriate embodi-
ment (with sensors and actuators) in order to succeed according to its 
performance measurements. This embodiment is what is commonly called 
its architecture, therefore we can state:

agent = agent architecture + agent program

The agent program needs to be designed with the agent architecture in mind, 
and this is where much care is needed. Many of the issues faced in designing 
and creating software that will have to operate some kind of machine paral-
lels the kinds of problems addressed by control or system engineers.

For example, if the agent software is required to apply the brakes for a 
vehicle, then one must design such software with the laws of physics in 
mind. In the case of an autonomous vehicle, the designers must be aware 
that by applying the brakes the vehicle will not come to an instant resting 
state (because of inertia), and if the brakes are not applied gradually then 
such an action may cause harm to the occupants as well as the vehicle itself.

Agent Programs

Agent program combine various components in specific ways to generate 
actions, there are a multitude of such programs we shall consider just two.
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Simple Reflex Agent

This is the simplest kind of agent, it selects actions on the basis of the cur-
rent sensory input, ignoring the rest of its sensory history. The central aspect 
of this kind of agent program is a collection of “condition-action rules” or 
“if-then rules”, written as:

if (condition) then (action)

As an example consider a heating agent, which has one sensor namely a 
thermostat, that is able to sense the temperature (T say) in some location, 
together with a desired temperature setting (D say) that is adjusted by some 
external entity. We can probably express its behavior using two if-then rules:

If the temperature T is greater than (D + 0.25) then turn off the heating

If the temperature T is less than (D - 0.25) then turn on the heating

There are two if-then rules to prevent the agent getting into an infinite loop 
where it turns the heating on and off without a break.

While these kinds of agents are elegantly simple they are of limited intelli-
gence. Further, they rely on the environment being fully observable, because 
even the slightest amount of unobservability can cause problems.

Model-Based Reflex Agent

Partial observability is a problem for agents and one solution is for the 
agent to maintain an internal state that depends on its sensory history, 
which can at least provide some remedy for the unobserved aspects of the 
current state.

Periodically updating this internal state information requires two differ-
ent kinds of knowledge to be part of the agent program; therefore, we need 
some information about

• the world and how it evolves independently of the agent (called a model 
of the world)

• how the agent’s actions affect the world

An agent that utilizes such an internal model is called a model-based agent.
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It is often not possible for the agent to determine the current state of a 
partially observable environment exactly, therefore it must resort to making 
the best guess it can. Moreover, because the model-based agent itself main-
tains the internal state means that it no longer has to describe, “what the 
world is like now” before it is able to decide on an action.

There are many other agent programs, two that are also of interest are 
Goal Based Agents and Utility Based Agents. Goal based agents act in a man-
ner that helps them achieve their primary goal. Utility based agents act in a 
manner that attempts to maximize their utility function—which is the inter-
nalization of their performance measure.

Learning Agents

A learning agent can be segmented into four conceptual components as 
shown in the figure below (Fig. 4.2).

The performance element is the component responsible for selecting what 
actions the agent should take that will make a change in the state of its 
environment.

The learning element is the component that is responsible for helping the 
agent learn about its environment, the consequences of its actions, improve 
and update its internal model, etc.

The critic, which observes the environment (the world) evaluates how well 
the agent is performing. The learning element then utilizes the feedback it 

Fig. 4.2 Components of a Learning Agent



108     M. Skilton and F. Hovsepian

receives from the element and decides on the improvements that may be 
achieved if the performance element was modified in a particular manner.

The component called the problem generator is responsible for mak-
ing suggestions that will lead to new actions, which will result in new and 
improved experiences. This component allows the agent to try exploratory 
actions that may in the future lead to better actions.

The learning element is the most powerful of all components in the agent 
program, because it is capable of modifying any of the knowledge compo-
nents, enabling the agent to adapt to a changing environment, especially 
pertinent is the ability to operate in an unfamiliar environment.

The simplest example is how an agent can learn from its sensory history, 
because the sensory history provides a record of pairs of successive states of 
its environment, which provides the mechanism for the agent to improve its 
internal model that describes how the world evolves. Furthermore, its obser-
vation of the results of its actions on its environment allows the agent to 
improve its internal model, which determines the impact of its actions on 
its environment, namely they allow the agent to learn from experience of 
observing what its actions do.

Finally, we should mention that all agents aspire to achieving the univer-
sal performance standard of making predictions that agree with experiment. 
In the case where an agent possesses a utility-function the situation becomes 
somewhat more complex, because the external performance standard must 
inform the agent the impact its actions may have on its own utility. The per-
formance standard therefore should distinguish part of the incoming sensory 
input as a reward (or penalty )—we often find that such performance measures 
as pain, hunger or elation can be best understood using this kind of structure.

In summary, learning in intelligent agents is a process of modifications of 
any component within the agent, by utilizing the available feedback infor-
mation to improve the overall performance of the agent.

Knowledge-Based Agents

Learning agents have the ability to represent the world internally then perform 
some kind of reasoning, by utilizing the representation of states as the assign-
ment of values to variables. Logical agents take this approach one step further 
by utilizing more powerful logical structures to represent knowledge-based 
notions and the reasoning that is associated with these more complex concepts.

Knowledge-based agents are able to learn new knowledge about their 
environment, adapting to changes by modifying their internal knowledge-



4 Intelligent Agents     109

base. In addition, these kinds of agents are able to accept new tasks in the 
form of explicitly described goals.

The central components of the knowledge-based agent is the knowledge-
base (collection of statements made in the appropriate logical language) 
together with a reasoning engine (the collection of rules of inference for 
that logic). We have mentioned some of these concepts before and we shall 
not delve on them here, primarily because the topic quickly reaches a point 
where the user needs to have a deep understanding of concepts in mathe-
matical logic, and that would detract us from the goal of this book.

Intelligent Agents

An agent exhibits intelligence if it acts rationally. Intuitively, an intelligent 
agent is a goal-directed adaptive entity that has the ability to learn, utilize its 
knowledge and reason in order to achieve its goals in an optimum manner. 
Intelligent agents must be able to recognize events, and then take appropriate 
actions within its environment based on those events.

Agents may function as individuals, or may collaborate with other agents 
and work together as a team in order to solve a given a problem, and there-
fore communication is another key attribute.

Agents may be categorized using the following three criteria:

• Agency—the amount of autonomy possessed by the agent
• Intelligence—the knowledge, reasoning and learning capabilities possessed 

by the agent
• Mobility—the ability to move in a given environment, be it physical or virtual

Agents may function as individuals, or may collaborate with other agents 
and work together as a team in order to solve a given a problem.

Fuzzy Agents

Fuzzy agents are intelligent agents that utilize Fuzzy Sets to represent the 
conceptual categories and Fuzzy Logic as its reasoning mechanism. Fuzzy 
sets/Fuzzy Logic approaches are not simply an alternative to probabilistic 
approaches, they are typically used when the conceptual categories have a 
degree of member for their objects rather than a simple binary membership 
(namely does/does not contain).
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In closing we would like to mention that Russell and Norvig [3] have an 
important section on the nature of the various components that constitute 
the agent program, in particular they discuss the various internal models 
that help the agent represent state and the transitions between them.

Factored representation, in which each state is divided into a fixed set of 
variables and attributes, has the advantage that an agent has the ability to 
represent uncertainty, moreover, the areas of AI that utilize such represen-
tational techniques include constraint satisfaction algorithms, propositional 
logic, Bayesian networks and many machine learning algorithms.

It is not that factored representations are unable to represent aspects of 
learning and reasoning, but rather the kind of reasoning one is able to repre-
sent is restricted and may involve significantly more effort to implement and 
execute compared to other representational structures—in some cases it may 
be necessary to use more sophisticated methods.

Hence the need for more sophisticated agents need to represent the world 
not just as things, but also the relationship between them, this leads the 
designers of agent programs to consider structured representations in which 
various relationships can be explicitly expressed. Such structured representa-
tions underlie areas such as first order logic, first-order probability models, 
knowledge-based learning and natural language understanding.

Multiagent

The multiagent scenario is akin to a traditional distributed computing sys-
tem, and as such, one must consider the manner in which agents will com-
municate among themselves in addition to the way they interact with their 
environment. This typically requires suitable protocols to be established. 
Nevertheless, the conventional protocols used in distributed computing, 
such as remote procedure calls or method invocation that may permit agents 
to directly change the internal state of another agent, or behavior, are simply 
unsuitable in this scenario.

The protocols required need to be much higher than the conventional 
transport protocols used such distributed systems; typically, they will 
be message-based systems that allow individual agents to decide how to 
respond, or react, to a particular message. Moreover, these protocols will 
typically have a richer semantics that will enable the agents to interact at an 
intentional level (or social level). This also provides the community of agents 
with the mechanism that helps them cooperate and influence one another, 
and thus helps them to achieve a shared goal as a collective whole.
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Over the years there have been a number of approaches to modeling and 
creating distributed computing environment, multiagent systems provide 
an additional modeling paradigm that is quite distinct, mainly due to the 
characteristics of its components namely the collection of intelligent agents. 
Nevertheless, this paradigm does not preclude the system designer from 
utilizing other distributed notions, for example, there is no reason why an 
agent cannot access a service offered by a more traditional service-oriented 
architecture.

It is important not to confuse agents with services, for the following 
reasons:

• agents are autonomous and mobile, in the sense that they can move 
between different computing environments, allowing them to join differ-
ent agencies to achieve different goals

• services are typically designed to reuse function, whereas agents should be 
designed to reuse entire subsystems

• agents embody knowledge, reasoning and often even beliefs via internal 
models and therefore hold state, services are typically stateless

• a service is often designed so that it is able to complete a given task (func-
tion) without the need to directly interact with other services, although it 
could be argued that both are designed with a loosely-coupled architec-
ture in mind

Agent Development Methodologies

Designing a system of intelligent multiagents is quite an undertaking, 
especially as the number and complexity of the multiagents increase, 
much of the complexity arises initially from the very same problems we 
face when designing distributed computing environments, namely issues 
related to communication between the various components. In the case 
of intelligent multiagents, the problem is somewhat different, primar-
ily because the agents are able to reason, learn and react to various events 
in their environment, which may result in an unpredictable behavior as a 
collective.

Nonetheless, this does not mean we should not establish any kind of 
guideline or modeling methodology. A software modeling methodology is 
typically intended to provide a systematic approach to the analysis, design 
and development for a given domain; in addition, a good modeling meth-
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odology will provide the necessary (and relevant) guidelines, principles and 
models.

Over the years there have been some who have endeavored to provide 
such a framework, although no consensus exists on to which one should 
use. Here is a selection of agent-oriented methodologies that extend existing 
approaches:

• methodologies commonly inspired by the Object Oriented software 
community:

• GAIA [4]
• BDI [5]
• MaSE [6]
• ADELFE [7]
• ASEME [8]
• Tropos [9]
• Prometeus [10]

• approaches typically inspired by the Knowledge Engineering community:

• CoMoMAS [11]
• MAS-CommonKADS [12]
• Cassiopeia [13]

We have provided links for each methodology, however, we shall only make 
comments on a few of the more popular ones.

Gaia

Gaia is a methodology initially proposed by Wooldridge, Jennings, and 
Kinny [4]; a more recent updated version was proposed by Wooldridge, 
Jennings and Zambonelli [14], which extends the kinds of applications to 
which GAIA may be applied.

Gaia is an iterative, agent-oriented analysis and design methodology, 
which at the analysis stage a prototypical role and interaction model. This 
model provides detailed information about the key roles, in addition to the 
interaction protocols that will be used by the agents when they need to com-
municate and collaborate with one another.

The design stage of the methodology requires that the designers group 
together the roles previously identified into agent types, then define the rela-
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tionship between these types. Once the comprehensive role model has been 
established, then the Gaia method requires that a service model be devel-
oped that identifies the services associated with each agent type.

The purpose of the service model is to support the agent’s role and 
activities within this system. The final stage of the analysis and design is 
to develop an acquaintance model from the interaction and agent model. 
It should be clear that this is not a classical service-oriented architecture, 
because the service model is there to support the roles that the agents are 
required to play in a given environment. Moreover, they are there to prevent 
one agent from directly altering the other agent’s internal states, nor to per-
mit one agent to directly invoke the other agent’s operations.

Therefore, the Gaia service model is there to define the relationship 
between agent and service, where these services are designed to realize the 
agent role within an environment. The service (in this model) is part of 
an agent and the agent has full control over them, therefore it can be con-
sidered as one of the activities that an agent is able to perform. The Gaia 
method therefore takes a very different view of services compared to the 
conventional W3C web service architectures. Nevertheless, there is noth-
ing to prevent the designers from adopting a SOA standard for the services, 
in some respects this may well help deal with non-functional engineering 
requirements for the system as a whole.

BDI

Belief-Desire-Intention (BDI) is an approach to modeling the internal archi-
tectural states of the agent using the following elements:

• Beliefs: these collectively represent the informational state of the agent, 
these typically include beliefs about the world, beliefs about itself, as well 
as beliefs about other agents. Included in this set is also a collection of 
inference rules, that permit the agent to perform reasoning and from new 
beliefs.

 Note how the terminology used is that of belief and not knowledge, which 
is often classified by the philosophers as justified true belief, primarily 
because there is often no way to tell if the information held by the agent 
at any given time may be justifiably true.

• Desires: represent the motivational state of the agent. these the possible 
goals the agent wishes to achieve.



114     M. Skilton and F. Hovsepian

• Intentions: represent the deliberative state of the agent, namely what the 
agent has chosen to do, these typically represent the agent’s commitment 
to particular goal (or goals). The agent’s commitment in real terms means 
that it has already decided on a plan/strategy and has begun to execute it, 
which may include intermediate goals (and plans) necessary in order for 
the agent to be able to accomplish its chosen desire.

 The word ‘plan’ as used in this context refers to a sequences of actions that 
an agent can perform to achieve a given goal.

• Events: these represent the triggers necessary for implementing reactive 
activity by the agent, which may include a variety of actions including, 
but not restricted to, updating its beliefs, inference rules, trigger a particu-
lar plan (or strategy), alter intermediate goals, etc.

While BDI is a popular model, but it does have its critics, nevertheless, the 
BDI method provides a systematic approach that spans the lifecycle, from 
modeling to realizing the BDI agents.

ASEME

The Agent Systems Engineering Methodology (ASEME) is an agent-ori-
ented software engineering methodology (AOSE) for developing MAS.

ASEME uses the AMOLA agent modeling language [15] that provides 
the syntax and semantics for creating models of multi-agent systems, which 
cover the analysis and design phases of a software development process.

This methodology is somewhat different to the others mentioned because 
it utilizes a model-driven engineering approach to multiagent systems devel-
opment, which is compatible with the Model Driven Architecture (MDA) 
paradigm.

MaSE and ADELFE

Just as Gaia was inspired by the Fusion methodology, Adelfe originated from 
UML and RUP [16]

For an excellent review of these two methodologies see [17]. In which the 
authors present material that is part of a broader project that aims at analyz-
ing important aspects of modeling different multiagent systems using differ-
ent methodologies, the first one of which was a study in a medical domain 
using Adelfe methodology.
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Foundation for Intelligent Physical Agents 
(FIPA)

On their website [18] FIPA state:

FIPA is an IEEE Computer Society standards organization that promotes 
agent-based technology and the interoperability of its standards with other 
technologies

FIPA is essentially an international organization that is dedicated to openly 
developing specifications that support interoperability among agents and 
agent-based applications. Compliance with FIPA specifications provides 
some specific advantages, for instance being compliant to FIPA guarantees 
the system’s architecture conforms to well-tested protocols that enable agent 
cooperation and interoperability. Nevertheless, it is up to the individual 
researcher or organization to decide whether their solution needs to be FIPA 
compliant.

Support Tools

Artificial intelligence solutions are quite complex and solutions that work 
well within one context may perform poorly in another, requiring not just a 
reimplementation but often a new set of algorithms, representation schemas, 
etc. to be custom developed for that specific problem.

The AI community is collecting many of these algorithms, represen-
tation, learning and reasoning techniques and approaches into various 
frameworks or libraries. Nevertheless, these kinds of libraries are often 
only useful to those who are already experienced in constructing such 
systems, and are intended to reduce the time required to develop a solu-
tion rather than open the way to anyone who wishes to create this kind 
of software.

It is a major undertaking to compare tools, first one must establish a cri-
terion that will be used for the study, then decide on a subset of tools that 
are available at that time. Then follow the process to for each product so 
that a fair comparison can be reported. Given that such an extensive study 
[19] was undertaken recently, we shall only mention some of the pertinent 
points from this study leaving the interested reader to follow up with the 
study should they require a more details.
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FIPA Compliance (Table 4.2).
Security management overview (Table 4.3).
By combining the first two tables, we get products that are FIPA compli-

ant and secure (Table 4.4).
Platform properties (Table 4.5).
Despite the choice of twenty-four agent development platforms that were 

tested, the JADE (Jave Agent Development Environment) remains the most 
popular platform that is FIPA compliant and secure, while supporting dif-
ferent operating systems on the web. Moreover, it is open source and has a 
lively community.

Table 4.2 FIPA compliance

Full compliance JADE, Jadex, JACK, EMERALD

Partial compliance JAS, Jason, AGLOBE, agent factory, SeSAm, GAMA

No compliance Cougaar, swarm, MASON, INGENIAS development kit, cormas, 
repast, MaDKit, cybelePro, JIAC, agentscape, anylogic, net-
logo, JAMES II

Table 4.3 Security management overview

Name End-to-end 
security

Fair Platform 
security

Publication Available

Agentscape Authentication, 
private logging

Yes Good Oey et al. 2010 AgentScape 
2014

AnyLogic Authentication Yes Strong (closed 
system)

Borshchev 
2013

AnyLogic 
2014

EMERALD Signature and 
encryption, 
HTTPS support

Yes Strong Kravari et al. 
2010

EMERALD 
2014

JACK Authentication 
domain protec-
tion mechanisms 
in JDK

Yes Strong Winikoff 2005 JACK 2014

JADE Signature and 
encryption, 
HTTPS support

Yes Strong (jaas 
API, user 
authentica-
tion)

Bellifemine 
et al. 2003

JADE 2014

JADEX Powerful and 
flexible secu-
rity mechanism 
based on shared 
secrets

No Strong Braubach
and Pokahr 

2013

JADEX 2014

MaDKit Authentication No Good Gutknecht and 
Ferber 2000

MaDKit 2014
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JADE is written using the JAVA programming language and therefore 
provides a comprehensive API (Application Programming Interface) in 
JAVA, which facilitates the implementation of various functional aspects of 
the agent program. Moreover, it includes an implementation of the Agent 
Communication Language (ACL) as defined by FIPA for multiagent coordi-
nation required when implementing a MAS.

Nevertheless, if the reader is serious about developing an intelligent agent 
solution the comparison study that we have mentioned is worth reading.

Table 4.4 Security management overview and FIPA Compliant

Name End-to-end security Fair Platform 
security

Publication Available

EMERALD Signature and encryp-
tion, HTTPS support

Yes Strong Kravari et al. 
2010

EMERALD 
2014

JACK Authentication domain 
protection mecha-
nisms in JDK

Yes Strong Winikoff 
2005

JACK 2014

JADE Signature and encryp-
tion, HTTPS support

Yes Strong (jaas 
API, user 
authentica-
tion)

Bellifemine 
et al. 2003

JADE 2014

JADEX Powerful and flexible 
security mechanism 
based on shared 
secrets

No Strong Braubach
and Pokahr 

2013

JADEX 2014

Table 4.5 Platform properties

Name Developer/
Org

Primary domain Latest release License Open 
source

EMERALD LPIS group,
Aristotle 

University of 
Thessaloniki

Distributed applica-
tions composed 
of autonomous 
entities

EMERALD 
v1.0 
(23/01/2012)

LGPL Yes

JACK AOS Dynamic and com-
plex environments

JACK 5.5 
(02/09/2010)

Commercial, 
academic 
license

No

JADE Telecom Italia 
(TILAB)

Distributed applica-
tions composed 
of autonomous 
entities

Jade 4.3.1 
(06/12/2013)

LGPLv2 Yes

JADEX Hamburg
University

Distributed applica-
tions composed of 
autonomous BDI 
entities

Jadex 2.4.0 
(20/12/2013)

LGPLv2 Yes
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Summary

In this chapter, we introduced some of the fundamental concepts that 
underpin the notion of an intelligent agent and machine learning, providing 
real world examples along the way.

Much of the current focus on AI remains firmly focused on machine 
learning and deep learning in particular, nevertheless, we believe that it is 
only a matter of time before the community begins to demand the Internet 
of “smart things” rather than the “Internet of Things” and that’s when intel-
ligent agents will play a prominent role.
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Introduction

It is common to encounter terminology such as, neural networks, deep 
learning and reinforcement learning, all of which are a form of machine 
learning. There are two major kinds of machine learning tasks: classification 
and regression.

As the name suggests the classifiers are intended to categorize data, typi-
cally into either concepts or collection that utilize the notion of family 
resemblance. Regression typically extrapolates the trends present in the data 
to help the system make some kind of prediction based on those trends.

Machine Learning: A Cognitive Perspective

A central aspect that one associates with intelligent behavior is that of being 
able to adapt or learn from experience, because at the point of its creation 
one cannot foretell all of the situations that a given system will encoun-
ter during its lifecycle. Therefore, it is of considerable importance that we 
design intelligent systems with the ability to adapt to changes in its environ-
ment and be able to learn from experience.

An agent that has the ability to adapt and learn will clearly have an advan-
tage over those that cannot; moreover, this aspect of the agents behavior ele-
vates the agent to a higher level of ability—from a cognitive perspective.

5
Machine Learning
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Weight Adjustment

Consider the situation where we know what factors are important in a deci-
sion, however, what we don’t know is the contribution each factor makes 
towards the final solution. A common approach is to provide a weight for 
each of the factors and allow a learning system to adjust the weights over 
time, so as to improve the likelihood of achieving a correct result. This is the 
approach adopted by neural network learning systems.

Induction

Induction may be thought of as learning by example in which we try and 
extract the important characteristics of the problem on hand, thereby allow-
ing us to generalize to novel situations. Decision trees and neural networks 
both perform induction and can be used for classification or regression (pre-
diction) type problems.

Clustering

We have mentioned this in a previous section when we discussed concepts 
and how we, as human beings, use this kind of learning algorithm to group-
ing together complex entities that possess many attributes. Moreover, we 
utilize prototypes for such clusters in order to determine the similarity of 
a given member with the prototype for that cluster. The similarity measure 
can be used to assign meaning to that cluster.

It is prudent to mention that machine learning techniques, especially 
induction for classification and prediction and clustering, is used by the 
Data Mining community to discover (and extract) patterns of information 
that were previously unknown. This distinguishes the learning process from 
the process of reasoning, which may involve some prior knowledge of the 
data set, or the knowledge used within its reasoning system.

Before we continue deeper into this topic, let us consider a definition for 
what is formally meant by the term “learn from experience ”.

A computer program is said to learn from experience E with respect to some 
class of tasks T and performance measure P, if its performance at tasks in T, as 
measured by P, improves with experience E. [1]
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This should make sense given our previous discussion of intelligent agents.

Neural Computation

Typical (Biological) Neuron

A typical cortical neuron has the following (simplified) structure: the neuron 
has a body and a region called the Axon hillock that generates the outgoing 
spikes—whenever there is sufficient charge collected from the energy that 
has flowed in at the synapses with its Dendritic tree to depolarize the cell 
membrane.

Notice how there is a tree of dendrites to collect the charge whereas there 
is only one axon that leaves the body, then branches (Fig. 5.1).

Fig. 5.2 Components of an artificial neuron

Fig. 5.1 Components of a natural neuron
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The Computational Simplification of a Biological 
Neuron

While Turing was fully aware of that he would need to better understand the 
concept of how the network of neurons were able to undertake computation 
and learning, it was McCulloch and Pitts [2] who first formalized the notion 
in 1943.

During the early 1950s, Marvin Minsky built a reinforcement-based 
learning network, which formed the basis of his PhD thesis at Princeton [3]. 
A few years Later, Frank Rosenblatt began to experiment with the notion of 
using such a framework for pattern recognition, which represented the first 
practical model of an Artificial Neural Network (ANN) and he called his 
invention a perceptron [4] (Fig 5.2). This was followed by the famous text on 
perceptrons by Minsky and Papert that explained some of the limitations of 
this particular approach and indicating directions for overcoming them [5].

A Simple Example: Perceptrons

The notion of a perceptron was quite advanced for its time, the idea 
was to network abstract neurons together, not simply by connect-
ing their inputs and outputs together, but also multiplying the various 
inputs by a weight to provide the notion of less/more influence on the 
output value. The neuron had a threshold that would determine if the 
neuron fired, providing a binary output value based on the sum of the 
input values.

This is very much like a voting system; suppose the voting system 
required a majority vote, and the incoming values votes were: yes, yes, no 
(assuming a similar weight of importance for all) then in this case the neu-
ron would output a yes value.

Now imagine that for this simple neuron, its inputs were actually certain 
features for a given collection of objects, then it is not difficult to see that 
the neuron could function as a classifier, by splitting the given collection 
into two, those that pass the threshold and those that did not. Such algo-
rithms are called Binary Classifiers.

During the training stage an external entity needs to provide the inputs, 
then provide the correct output so that the perceptron could adjust its 
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weights in order to obtain the desired output, this is called supervised 
learning.

Technically, the perceptron is an algorithm for supervised learning of 
binary classification, which may be expressed as:

for the case where the artificial neuron has n inputs and one binary output.
Intuitively one can think if the expression in the first line of this func-

tion as the equation for a line, and the constant b simply move the line away 
from the origin, it is called the bias.

The perceptron is a good starting point, as it simple enough to help one 
understand what is meant by classification, with more sophisticated tech-
niques the kinds we simply extend the ability of what can be classified, the 
basic concepts remain the same.

This all appears to be quite civilized, so where do the problems appear? 
Real data sets are nowhere near as pleasant as the one shown above, where 
we could linearly separate the data points using a straight line. Often the 
data sets are both multidimensional and non-linear, meaning linear methods 
will fail to classify the points correctly.

Moreover, even parametric methods often used in statistics perform 
poorly, due mainly to the nonlinear nature of the underlying phenomenon 
that produced the data set in the first instance. In order to obtain the cor-
rect classification boundary we shall have to use machine learning algorithms 
that are nonparametric.

Example Applications of Machine Learning

Assuming that we have more sophisticated techniques and lager collec-
tion of data, what sorts of things can supervised learning help us achieve 
(Table 5.1)?

Let z = w1x1 + · · · + wnxn + b =

n
∑

i=1

(wixi)+ b

y =

{

1, if z < 0

0, otherwise
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(continued)

Table 5.1 Example uses of machine learning

Market 
Segment

Problem Example application

Call centers Speech recognition Automated call centers often request the 
ability for an intelligent system to be able 
to understand a user’s request and make 
every effort to fulfill that request

Financial Stock trading In this scenario an intelligent agent predicts 
the performance of a given stock based on 
the current and past stock movement

Detecting anomalies Based on the usage pattern for a given 
client, the particular financial institution 
is able to identify transactions that are 
potentially fraudulent. As well as other 
kinds of security anomalies

Biometrics Voice recognition, fingerprint recognition, 
palm and retina recognition, are all now 
enhanced by various techniques from the 
realm of machine learning

Credit risk assessment This is more of a classification type problem 
well suited to machine learning techniques

Retail banking Cash machine usage Banks want to keep their cash machines 
adequately stocked with cash, without 
hitting the two extremes (overfilled or 
empty). Siemans have developed a very 
successful neural network for this task

Social Media Face detection This is becoming a prominent aspect within 
the realm of social media websites, as well 
as some financial institutions. This feature 
enables an intelligent agent to tag a per-
son across many digital photographs

Potential suicide 
prediction

A major social media provider explained 
that it may be possible to identify a poten-
tial suicide victim from their social media 
activities

Retail Product 
recommendation

Many people shop online each day, and 
retailers are able to preserve the history 
of purchases for each shopper, and use 
machine learning techniques on this data 
to make recommendations of products 
that may also be of interest to them. 
Amazon has been very successful in using 
this kind of feature on its website

Manufacturing Defect identification It is possible to determine manufacturing 
flaws using machine vision and machine 
learning techniques
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Market 
Segment

Problem Example application

Legal Legal augmentation AI-based systems are now employed by 
legal firms, both in Europe and the US, 
that assist attorneys within the legal areas 
of due diligence and bankruptcy

Patents Search Patent Analytics Machine learning methods are used for 
organizing and prioritizing documents

Utilities Demand forecasting Machine learning can help utility organiza-
tions to predict energy demand patterns

Education Personalized learning Intelligent agent tutors can answer 
80% + of a typical students questions 
within an eLearning environment. They 
can provide explanations ad nauseum 
without becoming impatient with the 
student. They can also evaluate a student’s 
performance and make recommendations

Bioinformatics Protein structure Prediction of protein structure and function

Medicine Expert diagnosis IBM’s Watson and Google’s Deep Mind have 
both been helping radiologists diagnose 
potential cancer cases from their x-rays, in 
some cases surpassing the performance of 
human radiologists

Drug repositioning Predict whether an approved drug may be 
useful for an off-label indication, which 
typically involves genomics data

Table 5.1 (continued)

When to Apply Machine Learning

(See Table 5.2)

Types of Learning Problems (for machine learning)

Machine learning has various kinds of problem that it has the potential to 
solve, as depicted the in the picture.

Categories of Learning Problems

• Classification
• Clustering
• Regression
• Optimization (Table 5.3)
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Table 5.2 When to apply machine learning

Case Description

Human expertise is unavailable Consider the mars rover, it is millions of 
miles away and it must make decisions 
of its own, because help is hours away

Humans have no explanation for their 
expertise

Speech recognition, perceptual tasks in 
human vision, natural language

The solution is likely to change during its 
operation (or even its lifetime)

Temperature control of an intelligent 
building, is somewhat more complex 
than simply operating a thermostat, the 
sun heats up one side while the other is 
cold, requiring not just different zones 
but also control of the heating/cooling 
for the zones in order to keep the build-
ing at a comfortable temperature while 
minimizing energy usage

The solution needs to adapt Various cases involving personalization, 
including education & shopping

The search space for the solution is too 
big for humans to cope

A good example here is determining 
webpage ranking

Anything humans can do that takes less 
than one second of thought

This is a statement that Andrew Ng 
(formerly, Chief Scientist of Baidu) 
often uses when asked the associated 
question

There is sufficient amount of data 
available

Current model of machine learning 
require both ample amounts of data in 
order to train the neural network, and 
the availability of powerful computers

Table 5.3 Categories of learning problems

Supervised Unsupervised

Discrete Classification or Categorization Clustering

Continuous Regression Dimensionality reduction

Classification problems: in this category we are expecting the machine 
to learn to classify the individuals contained with a data set into dis-
crete classes. The similar to asking the machine to categorize them into 
Aristotelian categories.
Clustering problems: in contrast to classification problems, we may be look-
ing for some kind of pattern in the data. Typically we are going to be ask-
ing the machine to categorize the individuals using a family resemblance 
relationship.
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Regression (or prediction) problems: we provide the machine with historical 
data and ask the machine to help us predict real-valued output for each indi-
vidual, whether it was contained within the data set or not.
Optimization problems: these are of a different nature to the other three 
kinds of problems, because they’re not normally involved with deriving the 
model in the first instance, but improving the model obtained via evaluation 
and iteration.

Machine Learning Paradigms

There are various paradigms have been utilized over the years within the field 
of machine learning.

Types of Machine Learning

• Supervised Learning
• Unsupervised Learning
• Model-based Learning
• Memory-based Learning
• Deep Learning
• Reinforcement Learning.

Supervised Learning

The agent is trained by using examples from the problem space together 
with the desired output or action. Then the agent is provided with an input 
without the additional desired output and is required to make a prediction 
of the associated output, if the output differs from the desired output then 
the agent is required to adapt (typically by being adjusted in some manner) 
so that it is able to produce the appropriate output for the given input.

The process continues until the agent is able to produce an accurate out-
put (or prediction) when given an input. In other words, the agent is given 
inputs along with corresponding outputs, and asked to find the correct out-
put for a test input.

Classification, is where the agent is required to assign each input to a finite 
number of discrete categories. The agent determines the boundaries that sep-
arates the categories by utilizing the training date to determine a model (this 
step is essentially an inductive inference), followed by a decision stage where 
the agent uses the model to make an optimal category assignment.
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Regression, where the agent learns the continuous input-output map-
ping from a limited number of examples. Sometimes, regression is called 
curve-fitting.

If we consider the training for these kinds of supervised learning, in the 
case of classification, the target output is a class label, whereas in the case of 
regression the target output is a real number (or a vector of real numbers).

Suppose we have a input vector x, and a target output t, then we can 
begin the learning process by selecting a model-class (f say):

then for each input vector x, the model-class f will use the numerical param-
eters (W) to map x into a predicted output y. Then learning (within this 
framework) means adjusting the parameter values to reduce the discrepancy 
between the target output (t) and the actual output (y) produced by the 
model. Clearly, this is an iterative process, since we adjust the weights, run 
the model again with a member of the dataset and obtain a new discrepancy, 
then repeat until the discrepancy is within an acceptable tolerance.

Unsupervised Learning

These kinds of algorithms are used to train agents that are required to recog-
nize similarities between inputs or identify features in the data provided. The 
agent is required to classify the provided data into clusters, or segments the 
data into groups of similar entities. The training process continues until the 
agent is able to consistently segment the provided data—in other words the 
same data set as input will result in the same classification as output.

In other words, the agent is given only inputs and required to find some 
kind of structure in the space of inputs. The common algorithms used to 
implement this kind of structure discovery learning are:

Clustering, where the agent discovers clusters of similar individuals within 
the data.

Density estimation, where the agent determines the probability density dis-
tributions for the data within the input space.

Dimensionality reduction, this is sometimes called projection, namely it 
takes the input space and projects it down to a space of lower dimension.

Compression coding, the agent is required to discover a function, such that 
for each input the function computes a compact code from which the input 
may be reconstructed.

y = f (x ;W)
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Reinforcement Learning

These are algorithms that are used when the kind of training data used in 
the case of supervised learning, namely, clearly demarcated desired outputs for 
given inputs are unavailable. Because this kind of learning fails to provide the 
same kind of error information that is commonly available with supervised 
learning, reinforcement learning often takes much longer and is less efficient 
when compared to supervised learning algorithms.

In reinforcement learning, the agent is required to react to inputs from its 
environment by taking the appropriate action on the environment that will 
maximize its performance measurement. This is animals learn, the perfor-
mance measurement is the natural reward or punishment mechanism that’s 
integrated into their nervous system.

While introducing the concepts of machine learning we should also men-
tion two related concepts, namely memory based learning and model based 
learning.

Memory-Based Learning

The key to learning is not simple recall of data stored in some manner, but 
it embraces the notion of generalization(we have mentioned this before 
when we discussed the notion of inductive reasoning and natural categories 
formed using family resemblance), namely given an input the agent should 
have ability to determine the correct output or behavior, especially for those 
inputs that were not part of the training data.

Recall that family resemblance categories typically have associated with 
them a prototype for each category, which we can now use to determine to 
which category the new input best fits. We need to compute the similarity 
measure (distance) between the input and each stored prototype, and we can 
achieve this as follows:

• nearest neighbor: choose the category for the prototype that has the least 
distance from the input

• k-nearest neighbor: choose the category that has the majority among the 
k nearest prototypes

These techniques are not without their challenges, for example, as the num-
ber of prototypes increases, so does the amount of computation required to 
determine the appropriate category.
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Model-Based Learning

This is one of the more interesting and useful techniques, where the agent 
builds a model that is a useful approximation to the training (input) data, 
or by constructing an explicit description of the target function. Issues that 
need to be considered in this case are,

• linear vs. nonlinear
• parametric vs. nonparametric

The main advantage this has over the memory-based learning is its computa-
tional efficiency, and the efficient manner in which memory is used, primar-
ily because the agent is able to discard the training data once it has processed 
them.

The challenge for this kind of approach is called a learning or inductive 
bias, which is the collection of assumptions that the learner uses to predict 
an output for each given input that it has not previously encountered.

One way to encapsulate this notion is to express it as a formula in logic, 
then use it with the training data to logically infer the hypothesis generated 
by the learner. Although elegant, this approach often fails in real world cases, 
where the inductive bias can only be given as a rough description.

As an example, consider the k-nearest neighbor algorithm we previously 
mentioned, in this case the inductive bias is the assumption that individuals 
near each other belong to the same natural category.

Example of a classifier model is the perceptron, and we can use the tradi-
tional method for curve fitting to obtain a model for regression. The perceptron 
is a good example of linear model (classifier) and as a model of a regression.

Deep Learning

During the last decade there have been some major breakthroughs by the 
machine learning research community, particularly when dealing with prob-
lems to do with images and voice. The specific kind of neural networks 
that were developed for these kinds of applications were called Deep Neural 
Networks, where each layer had the ability to recognize a set of features 
that would be used by the next layer in the network, moreover, the weights 
assigned to the connections between the nodes emphasized the importance 
of the particular feature. The sub-field has become known better known 
as Deep Learning, and includes more advanced neural networks such as 
Convolutional Networks and Deep Belief Networks.



5 Machine Learning     133

Fig. 5.3 Bias variance tradeoff

Bias and Variance

In supervised machine learning the goal of the algorithm is to best estimate 
the mapping function (also called the Target Function ), f(x), which produces 
an output for some given input data. It is best understood in the case were 
the model is going to be used to make predictions.

Different sources of error helps us improve the data fitting process and 
thereby produce a more accurate estimate for the target function, and a bet-
ter quality model.

Within a machine learning scenario, the algorithm is going to repeat the 
model building step a number of times, using new data, producing a new 
analysis for the model each time. The various models will produce a range of 
predictions, primarily due to the random nature of the data set being used.

Bias measures the difference between the correct value and the predictions 
from these models. The variance measures the variability of the predications 
made for a particular data point as given by the different models.

The prediction error at a point x given by given by the following function:

(for details, see: [6] or [7])
The final terms in this equation is the ‘noise’ term, which cannot be 

reduced or removed by any model. It is generally the case that non-
parametric algorithms have a high variance, and correspondingly low  

Err(x) = Bias2 + Variance+ Irreducible Error
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bias, whereas parametric algorithms are the reverse. This is known as the 
Bias-Variance Tradeoff (Fig. 5.3), because increasing the bias will decrease 
the variance and vice versa.

If we consider the model as a curve, then a machine learning algorithm 
may be thought of as “curve fitting”, and therefore the notion of bias and 
variance then become properties of curve fitting, namely issues that deal 
with over-fitting and under-fitting.

As more parameters are added to the model, the complexity of the model 
increases, as does its variance while its bias decreases.

Understanding bias and variance is critical for understanding the behavior 
of prediction models, and the optimal complexity of a model is the point at 
which the increase in bias is equivalent to the reduction in variance.

In a recent presentation, Andrew Ng expressed the importance of have a 
sound understanding of bias and variance; he believes it is critical for under-
standing the behavior of deep learning models, and thereby being able to fix 
difficulties that arise while building such models. Ng describes the classical 
partition of a data set into

• Training (70%)
• Development, or validation (15%)
• Test (15%)

and states that the best way to determine how to improve the performance 
of a model is to look at the nature of errors that arise (and the relationship 
with other errors).

Consider the development of a (hypothetical) human-level speech recog-
nition system, which produces the following hypothetical scenarios upon 
measurement (Table 5.4):

In scenario1, the Training-set error is significant and it is an indication of 
a high bias, a solution might be to use a bigger model or perhaps training 
this model for a longer period of time.

Table 5.4 Hypothetical Error Values for Speech Recognition

Type of Error Scenario1 Scenario2 Scenario3

Human-level 1% 1% 1%

Training-set 5% 2% 5%

Development-set 6% 6% 10%
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Fig. 5.4 Components of a perceptron

In scenario2, the Development-set is significant, and this is indicative of a 
high variance type problem, another words it is an over-fitting problem. In 
this case, one might try more data, or try adding regularization.

We face a challenge in scenario3, because a high bias is accompanied by a 
high variance and therefore a more complex solution is required.

This is a significant change from the early days of classical machine learn-
ing, when we lacked both adequate amounts of reliable data and signifi-
cantly powerful (and affordable) computing resources, which often meant 
we could not build the bigger models that we do today.

The kind of development where we create a model, analyse the kind of 
errors we find, make some changes to the model, then repeat the whole pro-
cess is reminiscent of iterative techniques used in other areas of (modern) 
software engineering. Later in this chapter, we shall describe a preliminary 
outline for the kind of lifecycle that may best suit these kinds of machine 
learning software.

Artificial Neural Networks

An Artificial Neural Network (ANN ) is a generalization of the perceptron 
idea that we have already mentioned.

Formally, a perceptron consists of the components shown in Fig. 5.4, we 
split the processing at each node (neuron) into two; the first part (called the 
integration function) sums the various inputs:
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Let z = w1x1 + · · · + wnxn + b =
n
∑

i=1

(wixi)+ b  
 
then the second part, called the activation function, is defined by:

In order to generalize this, let

In the case of a simple perceptron the activation function is described as a 
step function:

We are free to choose the particular activation function that would work in 
our particular case, for example, we could choose the activation function to 
be a sigmoid:

where the constant c can be selected arbitrarily, its reciprocal 1/c is called 
the temperature parameter in stochastic neural networks. The shape of the 
sigmoid changes according to the value of c, the higher values of c make 
the sigmoid look more like the step function. In all our examples we shall 
assume that c = 1.

y =

{

1, if z < 0

0, otherwise

y = f (w1x1 + · · · + wnxn + b)

or

y = f (W .x+ b)

where x =
(

x1, . . . , xn
)T

is the input column vector, and

W =
(

w1, . . . ,wn

)

is the weight row vector

z = w1x1 + · · · + wnxn + b =

n
∑

i=1

(wixi)+ b = W.x + b

f (z) =

{

1, if z < 0

0, otherwise

Sigc(z) =
1

(

1+ e−cz
)
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Learning Rules

Learning rules (also known as training algorithms) adjust the weight and 
biases in order for the artificial neural network to perform a desired task (see 
Fig. 5.5). We shall now describe the three main types of training algorithms.

Supervised

For a given set of input pairs {(xk, tk)}, where xk is the input and tk is the 
corresponding target value for the output y, the learning rule will update the 
weights and bias values.

Reinforcement Learning

This is similar to supervised learning, however, instead of being provided 
with the set of pairs {(xk, tk)}, the algorithm is only provided with a score 
that measures the neuron’s performance.

Unsupervised Learning

The input of data into the neural network causes the weights and biases to 
be adjusted–according to the learning algorithm in use. Many such algo-
rithms are available that can cluster the input into a finite number of classes, 
and thereby discover ‘patterns’ in the input data.

Fig. 5.5 Learning rules for a perceptron
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Building a Neural Network

We have described the basic unit for building a neural network, namely 
the binary threshold unit (a perceptron), so let us now consider a recipe for 
building a neural network:

1. understand and specify the problem in terms of inputs/outputs
2. at the first attempt, select the simplest kind of neural network that looks 

like a possible candidate for solving your problem
3. split your training dataset into a training set and a testing set (the general-

ized version of this idea is called Cross-Validation )
4. from your training dataset, select a small subset and discover the connec-

tion weights and activation function that will be produce the right result 
for your small training data

5. increase the size of the training dataset in 4 and repeat that process until 
the network is able to respond with an appropriate output for a given 
input from your training dataset

6. test the performance of your network with a member from the remainder 
of your training dataset

7. if the network did not perform well, return to step 4, and repeat
8. if you reach this step then there are two possible reasons; first, the prob-

lem was ill-defined, so you could return to step 1 and ensure that you 
had a good understanding of the problem and there were no conceptual 
inaccuracies in your specification. The second, is that the problem you 
have chosen may not lend itself to this kind of solution, and therefore you 
should look elsewhere.

Step 4 is often called the training phase for the neural network, which should 
be a systematic procedure for determining appropriate connection weights, 
this systematic procedure is called learning.

In the case of the perceptron (described earlier in this section), which we 
assumed a set of input/output pairs {(xk, tk)}, where e was defined as x−t, 
and this was used to classify inputs into two linearly separable classes. We 
can now express these notions using the following general form:

W
new = W

old + exT

bnew = bold + e
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Machine Learning Lifecycle

There is no consensus on the kinds of tasks we should undertake in order 
to develop and deploy machine learning models into our intelligent agents 
(or other applications). Nevertheless, it is prudent declare some steps that 
should be taken during this process (Fig. 5.6).

1. Goal:

a. define the goals and assumptions,
b. determine the problem type—for example, is it for a classification or 

regression kind of problem?

2. Data:

a. collection of data
b. data preparation: preparing historical data for training of the machine 

learning algorithms

3. Model:

a. Building: including the use of training data to build the model
b. Evaluation: use the data to improve the model
c. Optimization: improve the accuracy and scalability of your model

4. Prediction:

a. see if your model is able to make valid predictions
b. how the model performs on new data

It is important to note this is not a waterfall kind of process, but rather an 
iterative one, because each step in this process will need to be visited more 
than once in order to achieve a satisfactory solution.

The first step of this lifecycle is shared with so many others within the 
development community, it is important to decide what kind of data you 
have, and the kind of problem that you intend to tackle using the resources 
available to you. For example, if you only have images of dogs it is unrea-
sonable to expect your machine learning algorithm to learn to recognize cat 
images. Moreover, at this stage of the machine learning lifecycle, one must 
also determine (and define) what ‘human-like’ errors means in this context.
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Fig. 5.6 Machine learning lifecycle
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The second step involves the preparation of data, it is easy to underesti-
mate the importance of this step, especially where data is going to be used 
for training purposes. If you are going to use a supervised learning algo-
rithm, then you must ensure an adequate collection of clean, appropriately 
labeled data that will be used for training. Similar (relevant) data must be 
saved, which can later be used to test the model that has been built by the 
algorithm.

In manner in which data is collected is particularly important for 
technical, practical and training reasons. Specific knowledge of the 
domain can provide deep insight and help to extract additional value 
from the collected dataset, which can highlight certain kinds of features 
before the main model building begins. This kind of data preparation is 
sometimes called feature engineering, and it is so important in real world 
ML that in some high profile examples the feature engineers may hand-
engineer synthetic data.

Step three is really a composite step, it involves using the algorithm to 
create a model, then using the various resources to evaluate the performance 
and adjust the model accordingly. This is a peculiar step, because the human 
creates the environment in which a learning algorithm can operate, while 
the rest is (partially) undertaken by the machine learning algorithm; we say 
partially because a human being often determines what may need to be done 
to improve the performance of such an algorithm.

Step four is related in spirit to the presentation by Andrew Ng, in that we 
must have a way to access the algorithm, and the model, which it has con-
structed before we release it into the wild.

The one step that we have omitted is that of feature extraction, or feature 
engineering, in which valuable information may be extracted from seem-
ingly uninformative data set.

Types of Machine Learning Algorithms

• Clustering
• Decision Trees
• Dimensionality Reduction
• Kernel Approaches
• Bayesian
• Regression Analysis
• Deep Learning.
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Machine Learning Algorithms

Thus far we have discussed some of the ideas centered on the notion of a 
neural network, let us now consider some of the other kinds of machine 
learning algorithms.

Decision Trees

Design trees are a well established technique in classification and predic-
tion, where the root is the input for all information and outputs are the leaf 
nodes. For example, in the case of classification, the information enters the 
decision tree at the root and the leaf nodes represent the classified results.

More formally, a function that consists of comparisons statements, each 
branch may lead to another comparison branch or to a leaf, is represented by 
a decision tree.

To make a decision, the path starts at the root and navigates recur-
sively down the various branches of the tree until it reaches the desire leaf 
node.

For example, suppose we wish to classify the diagram of blue-dots 
and red-triangles (Fig. 5.7). We could use a decision tree inducing 
algorithm called CART (Classification and Regression Trees) which 
creates a binary tree, meaning at each there are always two branches 

Fig. 5.7 Decision tree
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that emanate from it. There are various ways to manage the complexity 
of this tree as it grows, for example, one can adopt a cost-complexity 
pruning mechanism such as the Gini index.

Note:

• there can be several decision trees representing the same problem
• there needs to be a termination criteria that will determine when to stop 

building the tree
• the depth of the tree is proportional to the number of features selected (in 

our example, we selected two features, x and y). In general, a decision tree 
of depth n can handle 2n classes

• the output of the tree is always in the form of simple rules.

Entropy and Information

Entropy is a concept that belongs to Information Theory, and intuitively, it 
measures the concentration of a variable into one or more values—in other 
words it measures the randomness of the outcome for that variable.

Suppose our random variable x can assume the following five values 
(events) {a, b, c, d, e}, with the following corresponding probabilities for 
their outcome {0.25, 0.1, 0.35, 0.1, 0.2}.

The entropy H(x) of a random variable x is given by:

we shall use a form that emphasizes the variable x with values xi

In our case the entropy for the random variable x will be:

Note, the reason for using log to base 2 is because it makes the units of 
entropy, 2, which is why the units are called ‘bits’.

H = −
∑

i

pi log2 pi =
∑

i

pi log2 (1/pi)

H(x) =
∑

i

p(xi) log2 (1/p(xi))

H(x) = 0.25 log2 5+ 0.1 log2 5+ 0.35 log2 5+ 0.1 log2 5+ 0.2 log2 5

H(x) = log2 5 = 2.32
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Information gain provides us with a way to utilize the notion of entropy to 
help us segment our data. Information gain essentially measures the change 
in randomness, which tells us how much a piece of information will alter an 
outcome.

In the case of 8 red-triangles and 12 blue dots, our random variable x will 
take two values, {blue-dots, red-triangles} with probability {3/5, 2/5}. The 
entropy for x can be calculated as follows:

Now consider the segmentation of this set using the line labeled ‘A’ 
(Fig. 5.8), the distribution to the left now contains 12 blue-dots and 4 red-
triangles, and the one on the right contains 4 red-triangles. Let us calculate 
the entropies for these two sets:

Left of line A (with probability 16/20, or 0.8—which represents the pro-
portion of blue-dots and red-triangles that belong to this region out of the 
total number of blue-dots and red-triangles)

Right of the line A (with probability 4/20, or 0.2)

The entropy of the right hand side is 0, because the it is deterministic, they 
are all red-triangles.

The information gain is the weighted difference of entropies (namely, 
before and after the segmentation)

In the case for the segmentation using line labeled ‘B’, for the left-hand side 
we would get:

and 0 for the right-hand side, however, the information gain would have been

H(x) = 0.8 log2 (1.67)+ 0.4 log2 (2.5) = 0.8(0.74)+ 0.4(1.32)

H(x) = 0.59+ 5.28 = 5.87

H(x) = 0.75 log2 (1.33)+ 0.25 log2 (4)

= 0.75(0.41)+ 0.25(2) = 0.81

H(x) = 0

= 0.8(5.87− 0.81)+ 0.2(5.87− 0) = 0.8(5.06)+ 0.2(5.87) = 5.22

H(x) = 0.67 log2 1.5+ 0.33 log2 3 = 0.67(0.58)+ 0.33(1.58) = 0.91

= 0.9(5.87− 0.91)+ 0.1(5.87− 0) = 5.05



5 Machine Learning     145

Therefore the segmentation using line ‘A’ is better than the one using line ‘B’.

Decision Tree Algorithms

There are various algorithms that one can use, including CART that we have 
already mentioned. The main goal of a decision tree algorithm is to segment 
a given dataset (V say) into subsets {Vi} that will eventually become the set 
of classification classes.

The difficult part is determining the appropriate set of tests, which given a 
data point will produce the corresponding output value.

Cart

We have just been describing an algorithm for the CART decision algo-
rithm, which is essentially a binary tree, where the leaf nodes contain the 
outputs.

Fig. 5.8 Information gain
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C4.5

One other commonly adopted decision tree algorithm is called C4.5; the 
main difference between CART and C4.5 is that the later has the capability 
to split the decision node in multiple ways, thereby generating more than 
binary trees. This algorithm also uses the information gain measure to deter-
mine the optimal attribute (or feature) selection.

Terminating Criteria

There are a number of issues that we have not discussed, such as terminating 
conditions, which may include stopping when the depth of the tree exceeds 
a pre-determined number (Please see [3] p709 onwards for details).

Decision Trees for Regression

Decision trees may be used for regression in similar manner, where each 
region corresponds to a leaf node in a binary decision tree. In this case, the 
leaf nodes contain a real-valued number for the target that corresponds to 
that region.

Random Forests

High dimensional data is a common problem for machine learning algo-
rithms, and one way to manage the complexity is to use a special kind of 
decision tree called Random Forests.

The main impediment to decision trees is the addition of new data, if 
they fail to follow precisely the same distribution as the training set, then the 
algorithm’s performance may be put at risk. One can mitigate this risk by 
using a collection of decision trees, and when it is time to produce an answer 
one approach is to use the majority of the votes or means.

Random forests are nonlinear, accurate, algorithms that are widely used in 
many real world classification applications, and they are a good solution for 
handling noisy datasets.
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Pros and Cons of Decision Trees

Decision trees do have significant advantages that include:

• they are relatively easy to build
• they can handle high dimensional data and operate on large datasets
• can be combined with other decision techniques
• they are robust and relatively easy to understand.

although there are disadvantages also:

• they can become quite unwieldy is many outcomes are linked, and in 
cases where values are uncertain the calculations will become rather com-
plex, and a different architecture may become necessary.

Nearest Neighbor

The nearest neighbor is a memory-based learning algorithm, this algorithm 
is based on the idea that points behave in a similar manner to their nearby 
or neighboring points—using some notion of similarity or distance.

In the case of regression, when the algorithm is given a new data point it 
will search in its database for the nearby points, and return the target value 
for the one that is nearest. In the case of classification, let us assume that our 
measure of distance is the Euclidean Distance given by:

We need to take a moment to describe one of the most important structures 
in computational geometry, namely the Voronoi Diagram, whose formal defi-
nition follows:

Let P = {p1, p2, . . . , pn} be a set of points in the plane (or in any dimen-
sional space), which we shall call sites. Then V(pi), the Voronoi cell for pi, 
is the set of points q in the plane that are closer to pi than to any other site, 
that is:

d(x, y) =

√

∑

i

(xi − yi)
2

V(pi) =
{

q|d(pi, q) < d
(

pj, q
)

, for all j �= i
}
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The veronoi diagram of a set of points in the plane partitions the plane into 
non-overlapping regions that are the voronoi cells of those points.

Given a data point set P, and a test point q, then one way to determine 
the nearest neighbor for q is to compute the Voronoi Diagram for P and 
locate the cell of the diagram that contains q.

The nearest neighbor algorithm does have problems with outliers, and 
one way to remediate this issue is to consider more than one neighbor, 
which helps to stabilize the model. The modified version is called k-nearest 
neighbor algorithm (kNN ).

For classification: suppose we have a set of data {(xi, yi)}, where xi are 
the features and yi represent the corresponding class labels, and we are then 
given a test point x to label. The k-nearest neighbors algorithm (assuming 
we have selected the Euclidean distance) is as follows:

• compute the distance d(x, xi) for each xi and rank them according to 
shortest distance

• select the k vectors that have smallest distance from x
• use a voting system to determine which class label appears most fre-

quently among the k ranked vectors, and return the class y that that cor-
responds to the class to which x belongs.

Training for kNN models is trivial, we simply store all the training data and 
when a test point arrives we simply follow the procedure above.

The kNN algorithm is successfully used in recognizing handwritten dig-
its—especially in the case of postal codes on envelopes. In this case with a 
7NN algorithm its accuracy rating is approximately 95% and that compares 
with human beings at 97%.

The value k in kNN is a critical factor because it can influence the final 
result, and the best way to choose the value k is to use cross-validation tech-
niques. Clearly, it is not just the value k that has an influence, but the spe-
cific distance function used to compute the shortest distance can also be 
significant. Consider the Minkowski Distance function

this is a very interesting metric, it is a generalization of the Euclidean dis-
tance, where the value p is now parameter that we can change. For example,

d(x, y) = p

√

∑

i
|xi − yi|

p
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• p = 0 gives the Hamming Distance, which behaves like a logical AND, it 
simply sums the number of features that are different

• p = 1 gives the Manhattan Distance, or the city block distance
• p = 2 gives the familiar Euclidean Distance
• as p → ∞ the distance function begins to behave like logical OR.

Clustering Algorithms

Clustering is one of the most common forms of unsupervised learning, in 
these kinds of learning algorithms we are attempting to learn something 
about the pattern (or structure) of the dataset, rather than prediction about 
a particular value.

These kinds of techniques are used to better understand the underly-
ing patterns inherent in the dataset, and therefore enable the researchers to 
undertake data mining to explain the patterns, provide suggestions for miss-
ing data values, or provide feature generation or selection for the members 
of the dataset.

One of the tasks for a clustering algorithm is to look for subsets of the 
dataset and determine some information about them, such as:

• how many subsets are there and what can we determine about the size of 
these subsets?

• do members of the subsets share any common properties or features?
• do the subsets themselves contain some kind of structure?

The idea here is to find these subsets of members of the dataset that are 
similar to one another, and group dissimilar members into different subsets. 
These subsets are called clusters. Some good examples of clusters include:

• Marketing, often uses notion from clustering, from categorizing custom-
ers according to various similarity relations, such as campaigns or product 
preference

• Financial Services, uses clustering for their customers according to various 
criteria related to credit scores, assets, spending habits

• Document Management Systems, use clustering to organize documents.

Clusters come in two flavors, hard clusters, where the clusters do not over-
lap and soft clusters where they do. These are analogous to the notions of 
Aristotelian Categories and Family Resemblance categories that we men-
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tioned in the section on cognition, and as in that section soft clusters may 
also involve the notion of degree associated with a given member.

We should also mention that clustering methods can produce clusters that 
are partitions of the dataset, where the subsets of the dataset are not further 
decomposed into subsets, and those that produce a hierarchical decomposi-
tion of the dataset.

There are various algorithms for clustering, here are few common ones:

Hard Clustering: the commonly used algorithm is the K-Means Clustering 
algorithm, although it has some limitations with regard to initialization 
methods that are overcome by the use of K-Means ++ algorithm that selects 
initial sites that are far away but in a random manner.

Soft Clustering: it worth considering Gaussian Mixture Models are useful 
and flexible model of probability distributions used here for clustering. The 
parameters for the Gaussian mixture models can be learnt using Expectation 
Maximization algorithms.

Bayesian Learning

Statistical models generally have an underlying assumption, namely, a prob-
ability model that assigns a probability to an instance of a particular class. 
The goal of this supervised learning technique is to develop a probability dis-
tribution for the class labels, moreover, the Naïve Bayes is broadly based on 
Bayes’ theorem, which is central to Bayesian Learning methods.

Before we continue there are a couple of items that we should mention:

• Prior and posterior probability: the probability that a given event will 
occur, without any further knowledge, is called the prior probability. 
Nevertheless, conditions change so suppose that we update our probabil-
ity values for the aforementioned event, then these new probabilities are 
called posterior probability.

• Given a hypothesis (H, say) and a dataset of observations (D, say) then 
Bayes Theorem can be stated as:

where:

p(H|D) =
p(H)p(D|H)

p(D)
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• p(H) is the probability of the hypothesis H before any observations from 
D becomes available (the prior probability)

• p(D) is the probability of the dataset D (the evidence)
• p(H|D) is the probability of the hypothesis once we have observed the 

dataset D (the posterior probability)
• p(D|H) is the probability of the dataset D given the hypothesis H (the 

likelihood).

Example: Suppose half of your business trip flights results in you catching 
the flu, whereas normally you have a 1/20 chance of getting the flu, and on 
any given day there is a 1/30 chance of you taking a business trip flight (basi-
cally once per month). Furthermore, suppose I observe that you have flu, can 
I predict (and with what probability) that you were on a business trip?

Let

Using Bayes Theorem we have:

In this scenario, given a model of how long flights may cause one to catch 
the flu (given by the probability (Flu|BT)) together with some background 
probabilities and the observation that you have flu, we can compute the 
probability of some underlying cause for the flu.

Let us express Bayes theorem in a form that will be more useful for the 
Bayes Classifier.

where

BT = event that you were on a business trip

Flu = event that you have flu

p(BT) = 1/30

p(Flu) = 1/20

p(Flu|BT) = 1/2

p(BT |Flu) =
p(BT)p(Flu|BT)

p(Flu)
=

(1/30)(1/2)

(1/20)
= 1/3

p(y|x) =
p(x|y)p(y)

p(x)
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p(y|x) is the probability of the class given the observation and p(y) is the 
probability overall of each class outcome. The law of complete probability 
allows us to express p(x) as

giving us

How do we use this for classifying some data? Suppose that we are given a 
table of observed data (training data) Table 5.5 remember that the classifier is 
attempting to map observed values of x into predicated Table 5.6 values of y. 
Table 5.7 shows the prior probability for each class, p(y), it also shows the dis-
tribution of features given the class, p(x|y = c), so for each of the classes the 
algorithm learns a model for the set of observations represented by x.

So the steps that we have taken are:

• estimate p(y) for each class p(y = c)

p(x) =
∑

c

p(x|y = c)p(y = c)

p(y|x) =
p(x|y)p(y)

∑

c p(x|y = c)p(y = c)

Table 5.5 Observed data (training data)

Features Class1 (y = 0) Sweet Potato Class2 (y = 1) Broccoli

x = 0 (Vitamin A) 120 6

x = 1 (Vitamin C) 30 220

x = 2 (Calories) 100 45

Totals 250 271

Table 5.6 Predicated values of y

Features Class1 (y = 0) Class2 (y = 1)

x = 0 120/250 6/126 = 0.05

x = 1 30/250 220/271

x = 2 100/250 45/271

Totals 250 271

p
(

y
)

250/521 = 0.48 271/521 = 0.52
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• for each class c, estimate the probabilities for the feature within that class 
p(x|y) = c

• calculate p(y = c|x) using Bayes rule
• choose most likely class c.

Naïve Bayes

The process described above may work well for small number of discrete fea-
tures, however, the table will grow exponentially with the number of features 
and that is simply unmanageable for machine learning systems.

One solution is to make some simplifying assumptions regarding the set 
of features, namely, that they are independent of one another. This allows us 
to simplify the Bayes equation:

by allowing

which significantly reduces the computational complexity of the contin-
gency table.

Learning Based on Regression Methods

Regression methods are typically used in statistics to model the relation-
ship between two or more variables. Using a statistical methodology called 
Regression Analysis we are able to measure the strength of the relationship 

p(y|x) =
p(x|y)p(y)

p(x)

p(x|y) =
∏

i

p(xi|y)

Table 5.7 Distribution of features given the class, p(x|y = c)

Features p
(

y = 0|x
)

p
(

y = 1|x
)

x = 0 0.95 0.05

x = 1 0.12 0.88

x = 2 0.69 0.31
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between variables, and may be used to address both classification and predic-
tion problems. Regression techniques are commonly used within the realm 
of supervised learning.

In contrast to Bayesian methods use probability to model a given situa-
tion, regression methods use methods that are more statistical, notions such 
as the Covariance:

for a dataset comprising of two variables (x and y) The covariance is best 
used when it is normalized to a number between -1 and 1, which is achieved 
by normalizing the covariance with the standard deviation of both variables, 
and the result is called the Correlation Coefficient:

The correlation (ρ(x, y)) measures the strength of linear dependence between 
the variables x and y.

In order to give this an intuitive understanding suppose we are given a 
dataset of two variables (x and y), and we produce the regression equation 
that represents the mathematical model for the relationship between the var-
iables. The question we would like to answer is how good is the model? In 
other words how good is the fit of the regression equation to the dataset that 
we were initially provided?

This is where the correlation coefficient (technically, it is the Pearson’s cor-
relation coefficient for linear regression) helps us to quantify how well the 
pairs of points matches the regression equation. The goodness of fit of the 
data to the mathematical relationship can be thought of as a measure of how 
well one variable can predict the other, given the context of the data.

For example, a Linear Regression between an independent variable (x) and 
a dependent variable (y) is captured by the equation, ŷ = w0 + w1x, which 
enables us to predict values of y for a given value of x. Multiple regression is 
a simple extension of linear regression where there are more than one inde-
pendent variables (xi) used in predicting the value for dependent variable (y)
. So why is the dependent variable (y) expressed as 

(

ŷ
)

? That’s because when 
we use the equation to predict a value for (y) it is the estimated or predicted 
value (namely, ŷ) and not the actual value (namely, y) this is an important 
difference.

ρxy =

∑n
i=1 (xi − x)(yi − y)

n

ρ(x, y) = ρxy = ρxy/σxσy



5 Machine Learning     155

The relationship between the independent and dependent variable may 
not be best represented by a line, but a curve of some kind, cases like these 
are called Polynomial or Non-linear Regression.

We use a method called least squares is used to fit a polynomial regression 
model to the data primarily because it minimizes the variance in the estima-
tion of the coefficients. Now consider the equation:

where the coefficients w0 and w1 are discovered by minimizing the sum of 
the errors squared (if you do not square the errors before you sum them, 
they will typically cancel one another out and you will end up with a sum of 
0).

the error e is often called a residual, namely the difference between the actual 
value and the value predicted by the model (the sum and the mean of the 
individual residuals, one for each point, is equal to zero).

This is an example where we have one dependent variable and one inde-
pendent variable, together with two parameters, which we shall now general-
ize as:

where w is the vector that holds all of the values of all values wi and the min-
imum of the sum of squares of the errors is obtained by setting the gradient 
to zero:

What is important here is not the precise statement for the equations, but 
rather the concept, namely that we begin by guessing the degree of the poly-
nomial that we believe best describes the data, then allow a given method to 
determine the set of parameters, wi, that will minimize the residuals (errors) 
and thereby provide us with the best possible fit for the data.

ŷ = w0 + w1x

S =
∑

i
e2 =

∑

i

(

yi − ŷi
)2

=
∑

i
(yi − (w0 + w1xi))

2

ei = yi − (w0 + w1xi)

= yi − f (w, xi)

∂S

∂wi

= 2
∑

i

ei
∂ei

∂wi

= 0, for i = 1, . . . , n
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Logistic Regression

Logistic regression is an extension of linear regression where the dependent 
variable is a categorical variable, in other words the it is used to classify the 
observations represented by the independent variable (typically a binary var-
iable taking two values 0 and 1).

We have seen the same form as this function before when we discussed 
perceptrons:

or

which we can reduce simply by letting the constant b = w0 to y = f (W .x)

Therefore we can say that in linear regression we were attempting to pre-
dict the value of y using a linear function y = f (W .x), in logistic regression 
what we are attempting to do is predict the probability that a given example 
belongs to class 1 rather than class 0. More precisely, we are attempting to 
learn a function of the form:

Much as in the case for linear regression, we wish to minimize some “error” 
or “cost” function, therefore we define the cost function to be:

However, the concepts are analogous.

Summary

In this chapter, we introduced the reader to the notion of an artificial neu-
ron, and explained its relationship with a basic biological neuron commonly 
found in nature. This enabled us to present the notion of a perceptron, 
one of the first structures used in neural machine learning, and a network 
of these abstract neurons form an Artificial Neural Network. Basic learn-
ing types of learning algorithms were introduced that included, supervised, 
unsupervised‚ and reinforcement learning.

y = f (w1x1 + · · · + wnxn + b)

y = f (W .x+ b)

p(y = 1|x) = f (W .x) = 1/1+ e−W .x

S(W) =
1

2

∑

i

(

yi − ŷi
)2

=
1

2

∑

i

(yi − (w0 + w1xi))
2
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Furthermore, we introduced various common kinds of machine learn-
ing algorithms; including decision trees, regression analysis‚ and k-nearest 
neighbour. In keeping with the spirit of the book, we provided examples of 
applications that use machine learning, when to apply machine learning and 
categories of learning problems that could be addressed by these methods.

Finally, we have included an outline of the steps that would be prudent to 
include in a machine learning lifecycle.
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Introduction

In the previous chapter, we considered various approaches to machine learn-
ing, including a basic single layer perceptron that can be quite successful in 
handling linearly separable classification type problems. Nevertheless, the 
current success for machine learning emanate from a class of methods col-
lectively called multi layer networks, which include deep learning networks.

In this chapter, we shall introduce various kinds of neural network archi-
tectures, including the infamous convolutional network that revealed how 
these kinds of networks (when combined with the backpropagation algo-
rithm for minimizing the errors) could perform perception-type tasks. For 
example, a network of this kind is used by the US postal service to recognize 
handwritten zip codes (postcodes).

Multi Layer Perceptrons

Single layer networks are only suitable for linearly separable classification 
problems, many real-world problems are not of this kind, and therefore it 
is important to find ways to circumvent these limitations. Fortunately, there 
are various ways in which we can achieve this, for example, we can define a 
multiple feed-forward layered network, which functions by mapping input 
(or stimulus) values to output (or response) values (Fig. 6.1).
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We have also taken the opportunity to standardize the notion and sym-
bolism often used by researchers working in this field:

• The activation function f is often given the symbol that indicates whether 
it is a step function, a linear function, etc. and it often accompanied by 
the set of parameters denoted by θi

• The weights are also enumerated using the last subscript for the input, 
and the first subscript for the destination neuron

• Superscripts are sometimes used to indicate the layer to which the weights 
belong, so for example in case of w2

31 the weight belongs to the second layer 
(first neuron-to-neuron connection) and is between neuron 1 and neuron 3

• The threshold in a single unit is equivalent to having a negative bias, 
therefore it is prudent to include the bias as an input that always has the 
same activity, namely the number 1, then we can assign weights to the 
connection to change its value. Moreover, with this modification, learning 
the bias is the same as learning the weights for activities

The perceptron as a binary output classifier can be provided with the follow-
ing training procedure:

• ensure we have modified the unit to remove the bias (as mentioned above)
• pick training cases using any policy that ensures that every training case 

will be repeatedly selected

– if the output unit is correct, retain its weight
– if the output unit incorrectly yielded a value 0, then add the input vec-

tor to the weight vector
– if the output unit incorrectly yielded a value 1, subtract the input vec-

tor from the weight vector

Fig. 6.1 Multi layer perceptron
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This procedure will find a set of weights that will produce the correct 
response for all training cases, if such a set exists. We mentioned “if such a set 
exits”, because there are many cases when they do not—these are the tasks 
that a binary threshold neuron is unable to achieve. For example, a binary 
threshold output unit is incapable to determining if two single bit features 
are equal:

Positive case
(

1, 1
)

→ 1
(

0, 0
)

→ 1

Negative case
(

1, 0
)

→ 0
(

0, 1
)

→ 0

This is was the beginning of a whole set of problems associated with these 
kinds of neurons, the general statement of which appears as the Minsky and 
Papert’s Group Invariance Theorem [1]. These kinds of transformations are 
problematic for binary threshold perceptrons, because they need to use mul-
tiple feature units in order to recognize transformations of informative sub-
patterns. Therefore the difficult part is handled by the hand-coded feature 
detectors and not the learning procedure.

One answer is to use multiple layers of adaptive, nonlinear hidden units, 
although this presents a whole new sleuth of problems of its own. For exam-
ple, we would need to find a way of adapting all the weights, not just the last 
layer—and that is very difficult in practice, placing a demand on both com-
putational resources (processing, memory, etc.) as well as huge well tuned 
datasets. Moreover, the learning that takes place for the weights in the hid-
den units are equivalent to learning features.

Of course this begs the question, what was Alan Turing’s intuition telling 
him about groups of symmetry transformations that would induce him to 
spend the last years of his life studying, what would become one of the most 
important fields in mathematical physics, namely, symmetry-breaking [2].

Neural Network Architectures

Often diagrams show a lot of detail, which is unnecessary for conveying the 
high-level architecture, therefore we shall only show the units, inputs and 
outputs.

The architecture of an artificial neural network is determined by:

• Number of inputs and outputs of the network
• Number of layers
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• How the layers are connected to each other
• The activation function of each layer
• Number of neurons in each layer

Activation Function

There are a variety of activation functions, here are a few commonly used 
ones (Table 6.1):

In a deep neural network the activation function may change from one 
hidden layer to the next.

Feed-Forward Networks

The diagram (Fig. 6.2) shows an example of a multi-layer Feed-Forward 
network, where the layer containing the three neurons is called the Hidden 
Layer. By convention, any multi-layer network with more than a single hid-
den layer is called a “Deep Network”. In this example, the output consists of 
two neurons, and therefore both the inputs and outputs are each considered 
to be a vector of values.

Information flows in a single direction in a feed-forward network, typi-
cally from layer n to layer n + 1, and cannot skip over layers.

Table 6.1 Activation functions

Activation function name Equation Comment

Linear f(z) = z The simplest of all func-
tions, simply returns the 
input value, typically used 
as the output in a linear 
regression layer

Step
f(x) =

{

0, x < 0

1, x > 0

Typical “threshold” 
function

ReLU f(x) = max
(

0, x
)

Also known as the 
“rectifier”

Logistic f(x) = 1/1+ e−x This is also known as the 
“Sigmoid”

Gaussian f(x) = e

(

−x2/2
)

Typical bell curve function

Hyperbolic Tangent f(x) =
(

1− e−2x
)

/
(

1+ e−2x
)

This is the typical ‘S’ curve 
- somewhere between 
a step and sigmoid with 
values are between −1 
and +1
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In this particular neural network, the input values are considered as layer 0 
and the output vector of values as layer 2, layer 0 stores the current input pat-
tern and is therefore not a true layer, because no processing takes place at that 
layer.

Special Kind of 2-Layer Networks

These kinds of networks often have one or more hidden layers, all of which 
have a sigmoid activation function, together with an output layer of linear 
neurons, all of which have a linear transform function.

Two layer neural networks of this kind are known to be capable of 
approximating many functions arbitrarily well‚ when given sufficient neu-
rons in the hidden layer.

Fig. 6.2 Neural network with hidden layer
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Recurrent Neural Network

Recurrent Neural Networks (RNN) differ from a free forward network by 
having at least one feedback connection, so the activations can flow in a loop 
(Fig. 6.3).

This enables a RNN to do temporal processing and learn sequences, in 
other words it can perform sequence recognition or temporal association 
(prediction).

Recurrent neural networks may take many forms, the one we have 
depicted here is a very common sort, consisting of a multi-layer perceptron 
(MLP) plus some added loops, which provides the network with the ability 
to exploit some of the nonlinear aspects of MLP and provide the network 
with a memory.

A fully recurrent network is an MLP where the previous set of hidden 
unit activations feed back into the network along with the inputs.

Fig. 6.3 Recurrent neural networks
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These kinds of networks are very good for motor control, because they 
have the ability to exhibit oscillatory behavior. Another feature comes from 
their dynamics, namely, they can settle to point attractors, which is use-
ful for retrieving things from memory. However, they can exhibit chaotic 
behavior, which makes them unsuitable for general information processing 
tasks.

The distributed hidden states within a recurrent neural networks gives 
it the ability to (efficiently) store information about the past, and their 
non-linear dynamics allows them to update their hidden states in very 
complicated ways. Which leads us to this remarkable that describes the com-
putational capabilities of recurrent neural networks of this kind:

All Turing machines may be simulated by fully connected recurrent networks 
built out of neurons with sigmoidal activation functions. [3]

But this computational power comes at a price, they are very difficult to 
train.

Associative Memory

One of the differences between human and computer information processing 
is the manner in which humans utilize memory, namely they use what is typi-
cally called associative memory, which they access through the content rather 
than location. The idea here is to use a recurrent neural network and allow the 
memory content to be a pattern of activations on the nodes of the network.

Hopfield Network

One way to implement an associative memory is to use the Hopfield 
Network, which is a fully recurrent neural network of N neurons, whose 
activations are normally ±1, rather than the conventional 0 and 1. The neu-
ron activation equation is:

the activations here are time dependent, and will continue to change until 
they have all settled down to some stable pattern. Those activations can be 
updated either synchronously or asynchronously.

xi = sgn

(

n
∑

i=1

(wixi)− θi

)

where, sgn(z) =

{

1, if z ≥ 0

−1, otherwise
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A Hopfield Networks is a symmetrically connected network that does not have 
any hidden units. Symmetrically connected networks are generally much eas-
ier to analyze, nevertheless they are constrained in terms of what they are able 
to do, because the model for such a network must obey an energy function. 
For example, such a network is unable to model cycles (of information).

Boltzmann Machines

Geoffrey Hinton and Terrence Sejnowski introduced a variant of the 
Hopfield Network in 1985 [4], and called it a Boltzmann Machine, primar-
ily because of its stochastic nature. This was the first of this kind of recurrent 
neural network that was capable of learning internal representations. These 
kinds of networks are generally more powerful than Hopfield Networks but 
less powerful than recurrent neural networks.

Boltzmann machines are one type of a generative neural network, which 
we obtain by connecting binary stochastic neurons using symmetric connec-
tions. We can significantly improve the computational aspects of the learn-
ing process simply by restricting the connectivity in a special manner.

Incidentally, if we were to connect binary stochastic neurons in a directed 
acyclic graph we would get another type of generative neural network called 
a Sigmoid Belief Network.

Let the state of a given unit, be denoted by si (where si = 1 if unit i is on 
and 0 otherwise), furthermore, let the connections between nodes i and j be 
given by wij. Unit i updates its binary state by first calculating

where bi is its own bias and 
∑

j sj wij is the sum of all the weights on units 
that are active and connected to it. The probability that unit i will then turn 
on is given by the following logistic function:

If the units are updated in a sequential order of any kind, the network will 
eventually reach a Boltzmann distribution in which the probability of a state 
vector, v, is determined solely by the “energy” of that state vector relative to 
the energy of all possible binary state vectors:

zi = bi +
∑

j
sj wij

p(si = 1) = sigmoid
(

bi +
∑

j
sj wij

)

P(v) = e−E(v)
/

∑

u
e−E(u)
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The term:

is called the partition function, which ensures P(v) = 1.
In both Hopfield Networks and Boltzmann machines, the energy of state 

vector v is defined as

where svi  is the binary state assigned to unit i by the vector v.
It is common to see this expressed as

where x is binary random vector (the units) and W is the weight matrix of 
model parameters and b is the vector of bias parameters—assuming all the 
units are visible (or observable ).

Suppose we chose the connection weights wij such that the energies of 
the state vectors represented the cost of those vectors, then the stochastic 
dynamics of a Boltzmann machine can be viewed as a way of looking for a 
low-cost solution. This search can be improved by using simulated annealing 
that scales down these weights and energies by a factor, T, which is analo-
gous to the temperature in a physical system.

In order to discuss the learning in a Boltzmann machine we need to look 
at the case where it contains hidden units, and those that do not separably.

Suppose we are given a training set of state vectors, which is our data, 
and we are dealing with a Boltzmann machine without hidden units. In this 
context, learning is considered to be the process of finding the weights and 
biases (the parameters for the network) that define a Boltzmann distribution 
in which the training set of state vectors have a high probability.

We can obtain the following by differentiating the energy equation for the 
state vector (v) for this system:

and

∑

u
e−E(u) = Z

E(v) = −
∑

i<j
svi s

v
j wij −

∑

i
svi bi

E(x) = −x
T
Wx− b

T
x

∂E(v)
/

∂wij = −svi s
v

j

〈

∂ logP(v)
/

∂wij

〉

data
=

〈

sisj
〉

data
−

〈

sisj
〉

model
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Suppose the Boltzmann machine samples the state vectors from its equi-
librium distribution at a temperature of 1, which will give us an expected 
value expressed by 〈.〉model. The expected values in the data distribution is 
given by 〈.〉data. To perform gradient decent in the log probability, the wij 
is incremented by a small learning rate times 

〈

sisj
〉

data
−

〈

sisj
〉

model
 (the 

learning rule for the bias bi involves a similar term, except the term sj is 
omitted).

Now suppose the Boltzmann machine consists of some visible units, 
whose states can be observed, and some hidden units whose states are deter-
mined by the observed data. The hidden units act like features that allow 
the machine to model distributions over visible state vectors that can-
not be modeled by the interaction between the visible units themselves. 
Nevertheless, the learning rule remains the same, which makes it possible 
for the machine to learn (binary) features that capture higher-order structure 
within the data.

With the hidden units, the expectation 
〈

sisj
〉

data
 is the average of the 

expected values of sisj when a data vector is frozen (technically, clamped ) 
in the visible units, then the hidden units are repeatedly updated until they 
reach equilibrium.

An alternate way of stating the joint probability distribution, when the 
units are partitioned into visible and hidden units, is given by the following 
formula:

where

and the energy function is given:

this comes from the analogous situation in physics, where the probability of 
observing a particular configuration of variables of interest is given by the 

p(x, h) = exp (−E(x, h))
/

Z

Z =
∑

x

∑

h

exp (−E(x, h))

E(x,h) = −h
T
Wx− a

T
x− b

T
h

E(x, h) = −
∑

j

∑

k

Wjkhjxk −
∑

k

akxk −
∑

j

bjhj
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exponential of the negative of the energy function. The term Z represents 
an normalization constant (partition function) which sadly for a Boltzmann 
machine is intractable. However, the conditional probabilities are tractable

where W j is the jth row of W and a similarly:

A Boltzmann machine with hidden units is no longer limited to modeling 
linear relationships between the variables, instead it becomes a universal 
approximator.

Unfortunately learning is quite slow in general Boltzmann machines, 
these difficulties can be overcome by placing constraints on the connec-
tivity of the network and restricting the learning process to one hidden 
layer at a time—restricted Boltzmann machine satisfies both constraints 
(Fig. 6.4).

A Restricted Boltzmann Machine (RBM), is a shallow 2-layer network 
that are the most common building blocks of deep probabilistic models, in 
which the first layer is called the visible layer and the second layer is the hid-
den layer.

In a restricted Boltzmann machine, there are no intra-layer links, the 
nodes are connected to each other across layers, but no two nodes may be 

p
(

hj = 1|x
)

= 1
/(

1+ exp
(

−
(

bj +Wj · x
)))

p
(

hj = 1|x
)

= sigmoid
(

bj +Wj · x
)

p(xk = 1|h) = sigmoid(ak +Wk · x)

Fig. 6.4 Restricted Boltzmann Machine
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connected at the same layer, moreover, the hidden units are conditionally 
independent given the visible states. In addition, there is no direction in 
restricted Boltzmann machine.

In the original paper that described the underlying ideas of a RBM, the 
author [5] states:

In harmony theory, knowledge is encoded as constraints among a set of well-
tuned perceptual features. These constraints are numerical and are embedded 
in an extremely powerful parallel constraint satisfaction machine: an informal 
inference engine.

The learning algorithm is very slow in networks with many layers of feature 
detectors, however, on can improve the performance by using a many layer 
network consisting of single layers of RBM, whose feature activations in one 
layer serves as the data for the next.

Boltzmann machines are used to solve two different kind of problems:

• Search Problem: in this scenario, the weights on the connections are fixed 
and represent a cost function, which enables us to sample the binary state 
of vectors that have low cost function values.

• Learning Problem: in this case the Boltzmann machine is shown a set of 
binary data vectors and required to learn to generate these vectors with 
high probability, which it does by finding weights on the connections so 
that the data vectors have low cost values.

This is not quite as straight forward as it initially sounds, because in order 
for a Boltzmann machine to learn it must make many updates to the 
weights of the data vectors, and each update may require the machine to 
solve various problems, including some search problems.

Notice there are no outputs in these kinds of unsupervised networks. 
The idea here is that you can go back and forth between the visible layer 
and the hidden layer until the network stabilizes, at which point the hid-
den units will present the probability a given input vector will produce an 
activation for that specific hidden unit. Of course, given the symmetric 
nature of the network, one can also state that each visual node represents 
that probability that a given hidden vector will activate that visible node.

We already know about the constraints on the connectivity, moreover, 
the hidden units are conditionally independent given a visible vector, there-
fore we can obtain unbiased samples from 

〈

sisj
〉

data
 in one parallel step. To 
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sample from 
〈

sisj
〉

model
 is a different story, because we need multiple itera-

tions that alternate between parallel updates of the hidden units and parallel 
updates of the visible units, this means we need to replace 

〈

sisj
〉

model
 with 

〈

sisj
〉

reconstruction
 which is obtained using the following process:

1. Start by instantiating the visible units with a data vector, then perform a 
parallel update all of the hidden units

2. Update all the visible units in parallel, this is essentially the reconstruction 
of the values for the visible units

3. Now update all of the hidden units in parallel

This efficient learning process is described in Hinton [6].

Deep Learning Networks Using Restricted Boltzmann 
Machines

Once one hidden layer has gone through the process of learning, the next 
step might be to use the activity vectors of that hidden layer as data for 
training another RBM - this is an effective way to compose the RBM. Of 
course we need not stop there, we can then take the activity vectors of the 
second hidden layer and use that as training data, and so on. Once the 
machine has been allowed to learn using the multiple layers of hidden units, 
it is only reasonable to view the entire network as a single multi-layer genera-
tive model—called a Deep Boltzmann Machine (DBM).

This is an efficient way to build (an unsupervised) deep learning neu-
ral networks, with many hidden layers, where the highest level of features 
are typically more useful for classification than the lower ones. These deep 
networks can be further fine-tuned to be more effective at classification‚ or 
dimensionality reduction‚ by using a backpropagation (or gradient descent ) 
algorithm.

Backpropagation Algorithm

One of the best explanations of the back-propagation algorithm may be 
found in the original article [7], in which the authors state

There have been many attempts to design self-organizing neural networks. The 
aim is to find a powerful synaptic modification rule that will allow an arbitrar-
ily connected neural network to develop an internal structure that is appro-
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priate for a particular task domain. The task is specified by giving the desired 
state vector of the output units for each state vector of the input units. If the 
input units are directly connected to the output units it is relatively easy to find 
learning rules that iteratively adjust the relative strengths of the connections so 
as to progressively reduce the difference between the actual and desired output 
vectors. Learning become more interesting but more difficult when we intro-
duce hidden units whose actual or desired states are not specified by the task.

The learning procedure we are about to describe is for multi-layered net-
works that have a layer of input units at the bottom, a number of interme-
diate layers, and a layer of outputs at the top. Inter-layer connections nor 
connections from higher layers to lower layers are permitted (Fig. 6.5).

An input vector is presented to the network by setting the states of the 
input units - in our diagram this means we assign values to a, b and c. Next, 
we assign states to each layer by using the following equations:

Fig. 6.5 Backpropagation
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where xj represents the total input to unit j and is clearly a linear function 
of the outputs, yi of the units that are connected to unit j multiplied by 
the appropriate weights wji for those connections. Notice the bias is repre-
sented by an input of 1, multiplied by the appropriate weight for that input, 
namely, w40, this helps with the clarity of the equations that we need.

If we follow the diagram, this means the total input for Unit4

where U4 is the value assigned to Unit4 (its state). The output of Unit4 is 
given by

note that each unit has a binary state, on or off, but has a real-valued output, 
yi, which is a non-linear function of its total input. This means we have a 
linear equation that combines the input values into the unit, along with the 
appropriate weights, then a non-linear function going out.

The aim here is to discover a set of weights (wji, or W the weight matrix) 
such that for each input vector the corresponding output vector is sufficiently 
close to the desired output vector.

Given a fixed set of input/output cases from our dataset, we compare the 
desired output value with that computed by the network in every case, and 
thereby obtain a value for the total error, which is defined by:

where c is the index over the input/output cases, j is an index over the out-
put units, y is the actual state of an output unit and ŷ is the desired state.

To minimize E, by gradient descent, we need to compute the partial 
derivatives of E with respect to each weight in the network. The partial 
derivatives of Error with respect to each weight are computed in two passes, 
the forward pass which we have already described, and the backward pass 
that propagates derivatives from the top back to the bottom.

xj =
∑

i
yiwji

yj = 1
/

1+ e−xj

U4 = 1 ∗ w40 + U1 ∗ w41 + U2 ∗ w42 + U3 ∗ w43

U4 = 1
/

1+ e−U4

E =
1

2

∑

c

∑

j

(

yj,c − ŷj,c
)2
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The following is a detailed description of the mathematics that underlies back 
propagation, and is included here for the benefit of those who wish to see the 
underlying mathematics for this process. The reader is free to skip this derivation.

The backward pass is much more complicated than the forward pass, and 
we begin by computing ∂E/∂y for each of the output units, which we do for 
a particular case, c (and therefore suppress the index c):

now apply the chain rule from calculus to compute ∂E/∂xj

however, since we have

this tells us the change in the total input x to an output unit will affect the 
error. For a weight wji, from i to j, the derivative is

for the output of the ith unit, the contribution to ∂E/∂yj resulting from the 
effect of i on j is given by

so collecting together all the connections for a given network that will 
impact the ith unit, we have

∂E/∂yj = yj − ŷj

∂E
/

∂xj = ∂E
/

∂yj · dyj
/

dxj

yj = 1
/

1+ e−xj

dyj
/

dxj = yj
(

1− yj
)

∂E
/

∂xj = ∂E
/

∂yj · yj
(

1− yj
)

∂E
/

∂wji = ∂E
/

∂xj · ∂xj
/

∂wji

∂E
/

∂wji = ∂E
/

∂xj · yi

∂E
/

∂xj ∂xj
/

∂yi = ∂E
/

∂xj · wji

∂E
/

∂yj =
∑

j
∂E

/

∂xj · wji
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This calculation shows us how to compute ∂E/∂y for any unit in the penul-
timate layer given ∂E/∂y for all units in the final layer, therefore we can 
repeat this process to compute such a term for earlier layers, computing 
∂E/∂w for the weights at each stage.

The simplest version of gradient descent is to change each weight by an 
amount proportional to the accumulated ∂E/∂w, namely:

While not as efficient as other methods, this approach has two advantages; 
first, it can be implemented by local computations in parallel (which is sig-
nificant given that we now have such hardware readily available at a reason-
able cost able to perform those kinds of computations) and secondly, it is 
much simpler than calculating second derivatives. There are also ways to 
accelerate this process, see [7].

Symmetry is an issue, for example one task that cannot be solved by simply 
connecting the input units to the output units is the detection of symmetry, 
for that we need the intermediate layers. To break the symmetry the authors 
recommend that the process begin with small randomly generated weights.

Convolutional Neural Networks (CNN)

Convolutional neural networks are networks that have a known grid-like net-
work topology, such as image data that are essentially a 2-dimensional grid 
of pixels. Moreover, the name “Convolutional” indicates that the network 
employs a mathematical operation called a convolution, which is a specialized 
kind of linear operation. In a multi-layer neural network in which the matrix 
multiplication has been replaced by the use of these convolution operators (in 
at least one of their layers) is called a Convolutional Neural Network (CNN).

The mathematical definition of the term convolution is as follows:
Given two functions, f , g : R → R the convolution f ∗ g is defined as:

Suppose the parameter t represents time, then we can interpret the 
convolution

�w = − ∈ ∂E/∂w

s(t) = (f ∗ g)(t) =

+∞
ˆ

−∞

f (τ )g(t − τ)dτ

s(t) = (f ∗ g)(t)
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 as the weighted average of the function f (t) at the moment, where the 
weighting is given by g(−τ) is shifted by t, thereby emphasizing different 
parts of the input function.

In the case when the functions are defined on the set of integers, 
f , g : Z → Z then the convolution is given by:

however, in the interest of simplicity and uniformity we shall use the follow-
ing notation, because it is consistent with the literature on neural networks:

The convolution operator is commutative, meaning we can also write the 
same operation as:

The function x(t) is called the input, and w(t) is called the kernel, the convo-
lution s(t) is referred to as the feature map.

Think of the standard convolution operation, using one kernel, as extract-
ing one kind of feature. We may apply a number of them in parallel at dif-
ferent locations, however, in a multilayer neural network we want each layer 
to extract many kinds of features, at different locations.

Many of the instances we meet are far more complex than a simple grid, 
even when they initially appear to be a simple case. For example consider a 
color image split into its red, green and blue components (essentially, three 
images, one all red, one all blue and one all green) stacked as playing cards 
one on top of another. In order to address a given value, we need one index 
to tell us which color and two further indices to describe the spatial location 
within each channel (Fig. 6.6).

It is common to find examples of multidimensional arrays of data in 
machine learning applications and the kernel is a multidimensional array 
of parameters that are adopted by the learning algorithms—the two arrays 
must be stored separately within the software. It is often the case that some 
elements of these arrays will be zero, and given the convolution operation 
there is little point in storing those, therefore we store only non-zero values 
and make the assumption that any other value in the array is zero.

We can also use convolutions over multiple axis at a time, for example, in 
the case of an image given by the 2-dimentional array I(m, n) as our input, 

s[n] = (f ∗ g)[n] =
∑

m∈Z
f [m]g[n− m]

s(t) = (x ∗ w)(t) =
∑

τ∈Z
x(τ )w(t − τ)

s(t) =
∑

τ∈Z
x(t − τ)w(τ )
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we can use a 2-dimensional kernel K(p, q). The convolution in this case 
becomes:

however, commutativity of the convolution operation gives us:

The commutative property of convolution arose primarily because the ker-
nel is flipped relative to the input, that is to say the index into the input 
increases while the index into the kernel decreases.

Despite the fact that the second form is preferable when it comes to 
implementing the algorithm in software, many libraries implement a related 
operation called cross-correlation, which is the same as convolution but with-
out flipping the kernel:

S(i, j) = (I ∗ K)(i, j) =
∑

m

∑

n

I(m, n)K(i − m, j − n)

S(i, j) = (K ∗ I)(i, j)

=
∑

m

∑

n

I(i − m, j − n)K(m, n)

S(i, j) = (I ∗ K)(i, j) =
∑

m

∑

n

I(i + m, j + n)k(m, n)

Fig. 6.6 Example of general convolution
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This is the first indication that the convolution operation within the realm 
of neural networks is different to the standard one, because this kind of 
multi-channel convolution is not guaranteed to be commutative, even if the 
kernel is flipped.

Convolutional networks also need the ability to perform learning, and 
therefore be able to compute the gradient with respect to the kernel, given 
the gradient with respect to the outputs. Mathematically, a convolution is 
a linear operation and therefore we can represent such an operation using 
matrices. This means we can use multiplication by the transpose of the 
matrix defined by the convolution, to back-propagate the error derivatives 
through the convolutional layer.

Convolution networks were initially designed for pattern recognition, and 
therefore dealt mostly with color images, which we have already described 
are 3-dimensional objects. This enabled the designers to take advantage of 
this fact and constrain the architecture accordingly. These kinds of neu-
ral networks have a wide range of applications, examples of which include 
image recognition and recommender systems.

A Convolution network (or CovNet ) is made up of layers, each one of which 
has a simple API that transforms an input 3D volume to an output 3D volume 
using some differentiable function that may, or may not, contain parameters.

Typically, there are three layers that constitute the CovNet:

• Convolutional Layer
• Pooling Layer, and
• Fully-connected Layer

An example of such an architecture is the LeNet5 architecture from 2001, which 
was a very successful 7-layer network that was discovered by Yann LeCun [8], 
and subsequently used by banks for hand written numerals on checks and the 
US postal service for automatic recognition of zip codes (Fig. 6.7):

Convolutional Layer:

The parameters at this layer are not simple numbers, but a set of learnable 
filters, and while each filter may not be very big (say 3x3 or 5x5) there will 
be three of them—one for each of the color channels (R, G, B). In this layer, 
the system will pass each filter across the image performing a convolution at 
each step, until it has covered the entire image.

This may now be considered as a map, namely, the response of the filter 
at every spatial location of the input image—or in other words, the value 
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produced by the convolution operation between the filter and the image, at 
a given pixel. This map is called an activation map.

The network will eventually learn, which filters correspond to which kind 
of features that occur in input images—for example, some filters will be 
quite good at identifying a visual edge in a given image. Note that there will 
be a separate 2D activation map for each filter.

By stacking the activation maps together one on top of another (much 
like playing cards in a deck) we can produce a volume that represents the 
output of this layer.

The size (height/width) of a given filter, intuitively determines the neigh-
boring neurons that will be taken into consideration when we perform a 
convolution operation. For example, a 3x3 filter only takes into considera-
tion immediate neighbors, whereas as 5x5 filter also takes into consideration 
their neighbors.

When dealing with images (for instance 32x32 pixel images) it is simply 
impractical to connect one neuron to all neurons in the previous layer. One 
technique is to connect a given neuron in this layer to a region of the input 
volume—this local region is called the receptive field of the given neuron 
(which incidentally, corresponds to the chosen filter size).

Please note, that the extent of connectivity along the depth axis remains 
the same as the input image, in other words, a three channel image will 
remain retain this value even after being processed by this layer.

Fig. 6.7 LeNet5 Architecture
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This explains the connectivity between the neurons in the first Conv layer 
to the input layer, and the input volumes that it receives and processes into 
output volumes, which are themselves controlled by three parameters:

Depth, of the output volume is a hyperparameter, which corresponds 
to the number of filters we choose to use, where each filter is sensitive to 
a given feature in the input. For example, this first Conv layer receives raw 
pixel images as input, therefore the kind of filters that we may deploy may 
seek the presence of a visual edge at a particular orientation. The collection 
of neurons that look at the same region of the input is called a fiber.

Stride, is the number of pixels that we slide the filter along the image, so 
for example, if we slide it along by one pixel then the stride is one, but we 
could move it along two or even three pixels at a time, which would have 
strides of two or three respectively. The larger the stride, the smaller the out-
put volume (spatially).

Zero-padding, the best way to explain this is to consider an image with a 3x3 
filter, the target of the filter is the cell in the center of this 3x3 grid. Clearly, 
the target cannot be matched with the edge pixels as things stand, therefore 
one solution is to pad the outer edge of the image with cells that have zero as a 
value. The size of this zero-padding is also a hyperparameter (Fig. 6.8).

Here is modified version of the example we discussed earlier while 
describing the convolution operation, where we have zero-padded the input 
by one, and increased the stride to two. We can now see the equation for 
determining the output volume given an input volume:

Where:

OH:   Height of Output size
IH:   height of Input size
R:   Receptive field size
Z:   the amount of zero padding
S:   the stride used

There will be an analogous formula for the width.
One can easily see that in our case using these formulae, we get a 3x2 out-

put. Clearly, there will be times when O turns out to be a decimal number, this 
is considered to be an invalid case, and in such cases we have to be careful and 
re-design elements of the architecture to ensure that the sizes workout correctly.

OH=(IH − R+ 2Z)
/

(S + 1)
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One more useful technique is that of Parameter Sharing. For example, 
given an input as an image of 32x32x3, we may decide to look for the 
same feature at different spatial locations but at the same depth (which 
we call a depth slice). This helps us control the number of parameters 
used because we can constrain the neurons to share the same weights  
and bias.

Pooling (Subsampling) Layer:

Pooling is a technique used to reduce the spatial size of the various repre-
sentations in the ConvNet, to control the number of parameters and hence 
reduce the amount of computation required by the network. Pooling layers 
operate independently on every depth slice of the input.

Max-pooling, which is a form of nonlinear down-sampling partitions the 
input image into a set of non-overlapping sub-regions, then for every sub-
region it outputs the maximum value—in contrast, average-pooling outputs 
the average of the sub-region.

A very common example is max pooling using a 2x2 kernel (filter) with a 
stride of 2.

Fig. 6.8 Zero-padded input image
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Full Connection Layer:

Neurons in this layer are fully connected to all activations in the previous 
layer, which means their activations may be computed using a matrix mul-
tiplication together with a bias offset—this is akin to a classical multi-layer 
perceptron together with logistic regression (Table 6.2).

We are not going to provide a full taxonomy, but a simple taxonomy con-
sisting of an example from each of the categories that are mentioned in this 
text (Table 6.3).

Table 6.2 Examples of deep convolutional NN

Name of convolutional 
network

Comments

LeNet-5 A pioneering convolutional network developed by 
Yann LeCun, et al., that classified handwritten digits, 
and was successfully used to read postal codes and by 
banks to recognize hand written numbers on checks 
[1]

AlexNet Developed by Alex Krizhevsky, Ilya Sutskever and 
Geoff Hinton, that significantly outperformed tradi-
tional method of image processing during the 2012 
ImageNet ILSVRC challenge. The runner-up in the 
competition had an error of 25%, AlexNet produced 
on average an error of just 16% [7]

GoogleLeNet 2014 ILVSRC winner, this network introduced a new 
concept called an Inception Module that reduced the 
number of parameters in the network to 4 million 
(down from 60 million in AlexNet) [6]

VGGNet The runner-up in 2014 was a network from Karen 
Simonyan and Andrew Zisserman, which clearly 
demonstrated that the depth of the network plays a 
critical role in its performance [8]

AtomNet In 2015, a deep neural network called AtomNet was the 
first neural network to be used for structure-based 
rational drug design [9]

ResNet 2015 winner of ILSVRC was a network developed by 
Kaiming He et al., which showed that by skipping 
connections and using batch normalizations one could 
further improve the performance of certain types of 
networks.

Kaiming He et al. have recently published a paper [7], 
on the topic of Identity Mappings in Deep Residual 
Networks, which is considered to be the state of the 
art in Convolutional Neural Network models
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Reinforcement Learning

Let us review some of the kinds of neural networks that we have considered 
thus far:

Supervised Learning, in which the network is operating to a known expec-
tation, and the dataset members are all labeled. The algorithms for these 
kinds of networks typically focus on discovering a relationship between the 
input attributes and the output attributes, that is to say to discover a func-
tion ( f  say) such that given input x the goal of the network is to speculate 
an appropriate y such that: f (x) = y.

Unsupervised Learning, there are times when we simply do not have 
labeled datasets, or we are seeking to discover any structures that may exist 
within the given dataset—many (if not all) of the attributes for the dataset 
are often unknown for this class of problems. These kinds of datasets are 
called unlabeled.

Semi-supervised, these kinds of networks before, but the dataset for these 
kinds of networks contain both labeled and unlabeled data.

Reinforcement Learning, is the process of learning and adapting to a 
changing environment. In this approach, intelligent agents learn from direct 
interaction with the environment they are placed in, for which they may 
have little information let alone a complete model. The intelligent agent 
learns by getting feedback about its actions in terms of rewards or punish-
ment, therefore it is different to both supervised and unsupervised learning, 
because at no stage is the agent given any kind of confirmation or denial.

During the learning process, the agent will map situations to actions to be 
taken in an environment, and the learning algorithm’s main focus is to maxi-
mize the rewards received during its interaction with the environment and 
to establish a mapping of states to actions as a decision-making policy.

One challenge faced by reinforcement learning methods that do not occur 
in other kinds of learning is the trade-off between exploration and exploita-
tion, which is the trade-off between exploiting previously tried (and success-
ful) actions, against exploring new kinds of actions in order to make better 

Table 6.3 Taxonomy of deep learning networks

Supervised Unsupervised

Shallow Perceptrons
logistic regression

Restricted Boltzmann Machines

Deep Recurrent neural networks
Deep neural networks

Deep Boltzmann Machines
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actions choices in the future. The dilemma here is that the agent must bal-
ance amounts of exploration and exploitation to ensure that it succeeds with 
its goals.

Another factor that reinforcement learning agents have to contend with is 
not just unknown, but also uncertain, environments, which raises the issue 
of having to address the problem of goal-directed interaction within such an 
environment.

The main difference between supervised learning and reinforcement 
learning is the absence of input-output pairs, instead the agent is told the 
immediate reward and subsequent state once it has chosen an action to take, 
furthermore, it is not told which action would have been in its best interest. 
To make matters more interesting, the agent’s learning is concurrent with 
the evaluation process.

Every day our expectations from intelligent systems increases and traditional 
data-based intelligence techniques are rapidly approaching their limits. We 
need systems that are able to solve complex decision problems in environments 
that are unfamiliar to them, of which they have little information and are often 
highly uncertain. They need to exploit their existing knowledge and explore 
new paths, learn to take new actions and then have its internal critic evaluate its 
effects and provide feedback, which it can use to improve its overall performance.

Some of these notions were also discussed in the section on Learning 
Agents. While this is an active area of research it is outside the scope of this 
book.

Machine Learning Frameworks and Languages

Many programming languages are used in developing machine learning 
systems, and much of it depends on what you are attempting to achieve, 
whether you are at the concept/prototyping stage or planning on deliver-
ing a solution, as well as the background knowledge (preference) of the pro-
grammers themselves (see Appendix A).

Summary

The general consensus appears to be that in the near future one of the main 
goals for machine learning research is unsupervised learning, which include 
Reinforced Learning techniques using various kinds of neural networks, 
including Recurrent Neural Networks.
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Gunnar Carlsson and his team at Ayasdi have discovered that by combin-
ing techniques from the nascent world of Topological Data Analysis, with 
the familiar ones from machine learning can produce superior results within 
the realm of unsupervised learning. These two approaches appear to comple-
ment one another rather well, see [9] for more details.

In order for a system to build a model of its environment and be 
able to update it in a continuous manner, it must possess some kind of 
short-term memory. Recurrent networks possess loops that enable it to 
remember certain artifacts, however, they can only remember things for 
a very short time, and one solution appears to be to combine LSTM 
(Long Short Term Memory) [10] with a recurrent network. There 
is an interesting approach adopted by the research team at Google’s 
DeepMind called Differentiable Neural Computing (DNC) [11, 12], in 
which the authors claim:

… demonstrate that a DNC can successfully answer synthetic questions 
designed to emulate reasoning and inference problems in natural language

This approach is one attempt at emulating natural reasoning, an alternate 
approach is adopted by Hinton [13], using something he calls a ‘thought 
vector’ and describes some very interesting ideas in the referenced video.

Bengio [14] also talks of the importance of memory and reasoning, and 
in his presentation he states it as “The Next Frontier”, although he mentions 
that the immediate or “hot” frontier is Deep Generative Learning, an inter-
esting article discusses the use of such an approach for location-invariant 
word recognition [15].

LeCun [16], talks about the failure of traditional attempts to enable 
machine to reason using symbolic systems (logic in particular) and believes 
that we should be replacing the symbolic system with a continuous system, 
where the logical operators are replaced by continuous mathematical opera-
tions. This is an idea that originally lead Zadeh [17] to instigate an entire 
field called Fuzzy Sets and Fuzzy Logic.

Given a set of medical results, the question often asked is, what disease 
might a given patient have? Sometimes it is necessary to solve this kind of 
problem before we are able to perform other kinds of tasks. We often try to 
use a probabilistic model in such circumstances, where we need to predict 
the value of some variable given the value of some other variables, or predict 
a probability distribution over a set of variables.

These are examples of what we have been calling an inference—however, 
for most deep models these kinds of inference problems are often  intractable. 
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One approach used in deep generative models is called Approximate 
Inference see [18].
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Introduction

In this chapter we explore major cross-cutting themes that are pervading the 
4th Industrial revolution. Observations in how the early genesis of the inter-
net has given rise to a global phenomena of connected devices and things 
that have reach much further than the original web of content and services. 
The nature and scale of computing power, storage and advances in algo-
rithms have enables new kinds of feedback and connectivity at the macro 
and micro to nano scale that are creating 4th industrial revolution insights 
and changes. There are new policy, operating, economic, legal and personal 
consequences from this massive scaling that are having serious impacts on 
cyber security, personal privacy and surveillance laws in countries.

We explore these themes with recognized international experts in these 
fields to draw practitioner experience and guidance to the significance and 
mean of these cross-cutting concerns.

Topics covered in this chapter include the historical underpinnings of the 
internet and internetworking and how this is evolving into the networks of 
the future.

A New Kind of Network

I have seen and been involved in several recent research topics that are consid-
ering legal implications of machine learning with personal data privacy. This 
has been driven by cloud computing and how devices, smart gadgets and the 
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IoT and cloud typically now go together [1]. There has also been work looking 
at machine learning that is using these technologies and the implications of 
legal liability of machine learning [2]. Machine learning is transforming legal 
and technical issues around responsibility, autonomy and accountability [3].

The spring of machine learning was around the year 2000 with the trans-
formation of the internet into mass data capture and leading to mass sur-
veillance, replacing the traditional advertising market research analytics 
and targeting advertising. The root of this was the accidental discovery by 
Google’s two founders Larry Page and Sergey Brin while they were Ph.D. 
students at Stanford University. They were originally just trying to construct 
a better search engine that was not gameable, because it had been observed 
from all the previous search engines people had been boosting their ranking 
by various tricks.

The idea of page rank is not actually an original idea, it goes back to the 
1950s when information retrieval was simply to make it dependent on eve-
ryone else, not on what you gave, you can’t influence everyone else except 
having a better page or more relevant page. So page rank became a powerful 
method but the really clever bit that they accidently realized was that having 
got the relevance ranking right then if you have adverts associated with the 
pages it had commercial value that you could measure by the page clicks.

This evolved into two things, one you could build your own index of all 
the web pages so you now know what’s in them all, and is the method used 
in how you search the internet. You are not actually “searching the internet”, 
but in fact it is the index that is built which you are just returning the result 
of what people put in. Secondly, since you now know what people actually 
like, you can charge advertising directly.

This became a new kind of insight to people who had effectively relied on a 
combination of other mediums. Previously, for example, in TV advertising you 
broadcast a TV program you have absolutely no idea how many people are actu-
ally watching and what you should be paying for that advertising from a com-
mercial view point. So then you have to rely on ratings agencies with sampling 
studies and very clever statisticians working for who these agencies calculating 
ranking. They would literally put a box on top of your TV, monitor the pro-
grams you are watching, and phone you up and ask questions. With the inter-
net they have automated that, but you have not only automated that process 
but you have also indirectly created a complete surveillance over that activity 
and associated information in terms of internet TV and viewing behavior. You 
have literally collected and potentially computational data on everything relating 
to the consumer and the medium through the internet. This was the arrival of a 
new kind of interaction where people started to think about analytics.
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Of course, the page rank is pretty simple, there is a lot more behind the 
interaction data to figure out what in the pages is important. Page rank 
is not simply counting the images, often there needs to be considerations 
taken into account to stop various tricks people may try to boost page rank-
ing by creating new links from search terms that are more likely to be used. 
You can de-game that by for example using machine learning natural lan-
guage processing on the pages to resolve how page searches might be used. 
You can also stop people doing collusive attacks on the system by counting 
how may pages the links are actually similar and so are probably created by 
the same people and may therefore probably be related to a clique trying to 
boost their rankings. All this and many other scenarios will involve the need 
for increasingly more computing power to process and resolve massive data-
set and association graphs forming on the internet.

The google search engine started around 2000 after the AltaVista web 
search engine of 1995 and the Yahoo! Search engine that launched the same 
year and several others. This is just a mere fifteen plus years ago, at the time 
nobody thought of them as having any intrinsic commercial value them-
selves, all that was required was a large data center to just do the search. The 
big shift primarily led by Google from AltaVista specialist DEC Alpha work-
stations, was the introduction of massive scaling by use of low cost com-
mercial off-the-shelf computing power in the data center enabled by the fall 
costs from the commodification of PCs. Combined with this was the ability 
to distribute the computation out over many commodity machines to ena-
ble cost effective scalable concurrent computations and storage at a massive 
scale on what we call “embarrassingly parallel tasks”.

This started around 2005, scaling out and virtualization of computing 
resources and the development of distributed concurrent activities that led 
to the emergence of data analytics and the indexing, searching or targeting 
adverts. The emergence of analytics tools such as Google’s MapReduce as 
an open source version of Hadoop and companies such as, VMware, Citrix, 
Amazon and Cloudflare and many others offering rent time on their cloud 
computing platforms saw a major shift in the internet from a searchable web 
pages to a scalable analytics and computing resource.

This second shift in the evolution of the internet enabled really cheap 
computing building blocks that individuals and enterprise businesses could 
use on-demand as your business scales and if your income goes up with 
demand then you buy more boxes and the prices of boxes goes down. This is 
the scaling effect of the internet where by subsequent large cloud computing 
companies like Google, Amazon, Facebook and others could inherit a large 
fraction of advertising revenue, social media users or market capacity but at 
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a incrementally decreasing cost enabling large margins. This is the effect of 
digital two-sided markets where you can apparently give something for free, 
but what you are actually giving them is something in exchange without 
them potentially realizing you are data mining everything they do. Search 
engines become a monopoly as a result and this kind of effect spreads to 
many other systems as a result of the internet scaling effects.

The Nature of the Internet is Changing

This is today’s business model, but the future business model might involve 
machine learning and artificial intelligence. The internet that we know 
today is the same internet that was created in CERN in the early 1990s or 
ARPANET by the US Department of Defense in the late 1960s. So the 
nature of the Internet is changing.

The main thing was historically the internet had been a computing 
resource that was very centralized and you push all the data into this cen-
tral system. The emergence of web pages enables this to move from centrali-
zation to a highly-decentralized internet architecture it gave access to data 
from millions. By 1992 we first web server but within a year there were a 
1000, another year there were 10,000 and it just continued to multiply. 
But we are now in a third wave of network evolution decentralization has 
reversed and now we are pushing all this information back to a very small 
number of very big data centers that gain the cost and performance benefits 
of scaling properties of what we call “hyperscaling”. In this third wave we are 
also seeing the rise of another massive scaling of the Internet of things IoT 
creating even more information collection into this network.

Cloud computing providers are invested in many IoT providers to 
develop this next generation of connected systems whether they are smart 
home heating, smart TVs and entertainment and the next step of this is 
something that has already happened in the automotive industry. Today 
most automotive engines have engine management computers that log per-
formance. When you take your car to be serviced, the mechanic plugs it into 
a computer and reads out the logs, most cars these days such as BMW are 
connected and continuously feedback the logs that machine learning can 
exploit. What they are doing of course is monitoring classes of use against 
wear-and-tear so that they can figure out when to do recall, or replace parts 
and how to manage cost of warranty and liability. The aim is not mass sur-
veillance but more engaged in optimizing the value delivery legally.
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The Value Topology is Changing

I see the key fundamental learning point here for practitioners is the value 
topology of the internet is changing. We are moving from a decentralized 
world a centralized world and a situation of “embeddedness” into things that 
are then becoming generators of machine learning information and towards 
self-diagnosis. This pattern of using machine learning and artificial intelli-
gent for surveillance and new value propositions is being followed by Google 
and search and gmail, Facebook and your login activity; twitter and on to 
IoT devices that you use. Webo and Alibaba in China are building the same 
services with their own versions, with over 600 million social media users 
in china it is exactly the same situation and same company style. With glo-
balization and internet scaling these companies can reach around the globe 
launching direct competition with the US so you can get all your stuff from 
Alibaba instead of Amazon nowadays.

The same is happening in IoT services from high value items that have 
wear-and-tear you want to optimize maintenance through life costs to wear-
ables for healthcare.

This era is creating an increasingly “rich data picture”, where the simple 
transactional world is moving to a micro-location, spot cloud kind of exist-
ence, the nature is looking at attributes of this information, the richness and 
the type of data is fundamentally changing.

The combining of this information for personal data services in health or 
personal lifestyle to social activity services is one area that has not happened 
widely yet but it will lead to wellbeing services from fitness devices and mobile 
services. The combining of the personal data and the internet of connections 
to your home, retail and work experiences is where the real value is. This idea 
has sometimes been called the Internet of People IoP and is leading to new 
platforms such as the-hub-of-all-things or HAT that is a kind of personal 
data marketplace to trade and development this new business model [4]. This 
where extra internet style value will appear, in the combinational effects of this 
information.

This is happening in many areas in existing products and services includ-
ing the automotive market. For example the connected car BMW or Audi 
vehicle will email the garage to call the owner for their next maintenance 
inspection with a list of what is coming to replace or check on the car before 
they go wrong because statistical analytics and machine learning algorithms 
had determined from past histories when the components are going to go 
wrong in the next month.
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While many of these things is not artificial intelligence, it is just statistics 
that use well known often high school level math such as meantime between 
failure and variance analysis on attributes. With artificial intelligence this is 
a new higher level of math where you can start to do clustering algorithms 
and classifiers of data to find more advanced associations. For example, the 
type of driving behavior that might exacerbate some wear-and-tear with lots 
of short journeys compared to longer journeys. By being able to record more 
things about the vehicle from start and stop times to other variables it is pos-
sible to start to do more clever things with AI.

50 years ago you could log into an IBM mainframe and have a database 
query that would look up all the attributes and all the people for a given popu-
lation of data for some field greater than x and then do statistics. You would 
write a Cobol program to find the mean and variance of this, given all the peo-
ple under the age of 50 that drink more than x units per day?, what is the inci-
dents for health when they have this type of condition compared to the mean? 
and what is the variation to confirm the actual risk? This can now develop 
much further if we want to know other things such, do you have ginger hair?, 
or born north of Watford?, or some combination. We do not know if these are 
related but it is possible to mine this data and look for associations and causali-
ties by bring together many different disparate sources and types of informa-
tion that the original data on its own could never do. This is leading to the 
development of deep learning that is now widely applied in many industries.

The Rise of Deep Learning

Deep Learning really refers to Neural Nets, and “deep” refers to the depth of the 
neural net in terms of the number of layers used to fit the training data. It is a 
particular type of learning technology and today there any many different types 
of learning technology. The most commonly used one is the thing called “deci-
sion forests” to a whole collection of techniques that rely on training sets of data 
and they are either supervised or unsupervised. We now have the compute power 
and economic costs to do these kinds of large scale processing that 40 years ago 
while we had the models, they were unable to afford the cost of the computer 
processing, or more importantly, did not have access to enough training data.

Deep learning is different, the problem with Deep Learning is that Neural 
nets have no explicit model in the neural net, it is literally you feed a whole 
collection of inputs in and you train it for the types of connections. There are 
many uses for this approach with a collection of weights on the connections  
between the nodes and the neural net which can be layered into a compli-
cated architecture but it does not have internally a representation of what it 
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is modelling. The earlier systems did have an approach to writing down the 
math as a description of the system, it would be the equations and what are 
the parameter values that describe the behavior of this system but this has 
since advanced rapidly into highly complex models with multiple layers.

There is a whole bunch of clever tricks that are now possible with deep 
learning. For example, a Bayesian inferencing system can actually figure out 
what are the relevant latent variables. Without instructing the model, it can 
work out what is important parameter. The result can be expressed so you 
can go look them up after you have trained the model up and see the latent 
variable or dependent variable. Then we get into one of the big issues.

One of the Big Issues of Deep Learning

One of the big issues in designing a neural net is if you have a lot of dimensions 
to a deep learning model it can become increasingly complex and difficult to 
understand its structure and how it effectively works out its forms of hill climb-
ing, a term used to broadly describe a process of what is called gradient decent 
to find an optimal fit in a neural network. They are trying to find the right 
place to match the data effectively. This has surfaced as an issue recently on the 
popular media press this has surfaced in instances where some practitioners 
stating they don’t know how the deep learning networks [5]. Another is the lack 
of visibility and transparency in “black box” machine learning algorithms [6]. 
The underlying main issue is how this might be used for good and bad things. 
How should this be governed and what type of regulation is needed?

This is not easily explainable to a lay person. You can explain how you 
trained the neural net, you can even give the training data to another neural 
net and get it to end up in the same place, assuming it is not doing anything 
stochastic and random. What data is in the computer memory of the neural 
network does not explain what it is doing.

This can have consequences when considered from the legal perspective, 
you are not allowed, for example, to prioritize through distinguishing on the 
basis of gender a decision to accept or decline car insurance for example. To 
illustrate this, consider a situation where someone is typing in online “give me 
the cheapest car insurance?”, the online insurance quote computer program 
asked them a set of questions in a form which can be used to compare the 
market when the form is submitted. This data can be used to calculate insur-
ance rates and can be fed into a deep learning training system. Whether you 
are using a decision tree forest or some other neural net, you need to be able to 
examine and check they are not accidently creating variables that correspond 
to gender, because otherwise they are breaking European law.
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So for example, “what is your favorite color of car?”, and you say “pink” 
and then “how many journeys and what time of day do you typically 
drive?”, and you say “I drop the kids off at school typically around 9.00 am 
and pick them up at 3.30 pm”. This is fairly obvious, not one hundred per-
cent, most places in North America it has a stereotypical view. If you use 
that to set insurance, you have effectively learnt something that you are not 
supposed to. If you had just said what type of car or the color of the car 
or if you knew the person was a female you could show there was a strong 
correlation then you would exclude that rule. In this way it is possible to 
“learning things” that correlations between is it pink and 3.30 pm may not 
have any obvious relation to the topic, unless you are deliberately trying to 
identify something so you can offer a discount that is not to particular insur-
ance plan.

It’s a Bit Like Learning to Ride a Bicycle

Neural nets might do this based on strengths of all the acquired connections, 
you learn some things but you don’t really know how. it’s a bit like people 
learning to ride a bicycle and the first thing you have to do is you have to 
try not to consciously balance the bicycle. The reason is that while you can 
explain to someone how to be stable on a bicycle, this learning system for 
humans is exactly wrong for actual conscious control. It has to be internal-
ized through some learning process as just teaching the theory is actually 
going to destabilize you because you cannot react fast enough to keep stable. 
You have to do it predictively. What you do when you learn to ride a bicycle 
is to distract people at the last second, you push them and let go.

We Do not Have to Understand All the Detail

In business context if we are optimizing the outcomes, we can use these 
kinds of concepts and technologies to try to optimize the desirable out-
comes, we don’t necessarily have to understand all of the engineering and 
detail to achieve this.

The state of the art that is happening right now that exemplify these dif-
ferent approaches is probably self-driving cars because they use different 
approaches for different parts of the controlling space.

So typically the will be a combination of very classical rule based systems 
which are not very clever to do validation of vehicle mechanical conditions 
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that use algorithm for classifications. Certain types of neural net learning 
will be used to recognizing objects on a road, pedestrians, cycles or other 
vehicles having been trained on a large data set of these objects. The outputs 
if these systems could then go into a number of classifications for a rule base 
system to steer the vehicle.

When we talk about the law, most people may be pretty happy with that 
structure because the rule will say “don’t run over pedestrians”, “don’t run 
over cyclist”, “if you hit another vehicle that is not a cyclist and not endan-
ger yourself or a pedestrian; then if you exceed this speed, it is ok”. So now 
you are making decisions about avoiding obstacles with a priority, that is 
a simple rule based system. But the thing that does the determination of 
objects is probably some kind of deep learning system. You test the hell out 
of that, test many examples of test data, trained and checked. Every now and 
then it will go wrong, the legal opinion on this is that as long as it as least as 
good as a human, that is fine. Its pretty easy to make it that level, it is actu-
ally easier because one of the rules is “don’t break the speed limit” which the 
machine control will always be better than the accuracy of a person driv-
ing. Particularly in a built up area with a speed limit below 20, then if the 
self-driving car does hit something then there is a very high chance it will 
survive. So the actual outcome for the consumer is always better from a pic-
ture of survival rates by speed limits viewpoint [7]. Another example is the 
impact of speed on Carbon emissions for example [8].

It is Like Being on Venus

This causality in the event time frame and the wider environment out-
comes illustrates the need to consider both micro and macro context. How 
the car is driven can affect the local conditions and outcomes of drivers and 
pedestrians but can also have an impact on the wider environmental situa-
tion. The challenge is being able to identify the classifiers and attributes just 
enough to be able to control these outcomes with artificial intelligence.

Dimensionality is a famous curse in debugging of big data. It is not that 
you just have a billion people or a trillion stars your radio telescope, but it is 
also for each thing that can have many parameters. This is sometimes confus-
ing, people see image processing as a learning problem and classifying things 
in an image. It is said the dimensionality of an image is the number of pixels. 
A 4K UHD screen resolution can be 3840 pixels × 2160 lines for 8.3 meg-
apixels and an aspect resolution of 16:9. For a typical high resolution, high 
definition TV, you might have several million pixels or more. But it is not 
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a million dimensions because there is only a few things in the picture. You 
could mathematically describe it as a million that is fine but that is a weird 
way to think about it. For example, we are sitting here in this room reading 
this book, there is a carpet and a celling and a number of other things in this 
space. You might still use high dimensionality but you might want to reduce 
the dimensions to be able to processes them quickly to discover the informa-
tion. A difficulty arises if you then have a new thing that you have not seen 
before, then you may need to use deep learning to create a new training and 
learning algorithm. That is like being on the planet Venus, you point a cam-
era out at the world and you have no idea what the world looks like and you 
have atmospheres pressure and different chemicals and so on, all unknown.

Theorize the number of dimensions in an image to be able to recognize 
specific objects on that image can be done by specific algorithm classifiers but 
what level of accuracy? Then what is the criteria when you need deep learning 
to identify something unknown? It seems the former condition of training data 
establishes declarative probability rules based on prior learning. Other issues of 
unknown objects requires transfer learning or other techniques. In practice, it 
is a combination of machine learning and sensor and actuator methods that is 
starting to enable artificial Intelligent to be applied to many situation.

Behind the Meter and in Front of the Meter

Another example of what is possible today with the discovery of new 
insights and control can be seen in the installation of smart energy meters in 
homes. It is possible by just recording the electrical energy consumption sig-
nal from the electric mains connected to the house during each day over 24 
hours to determine right down to which specific type of electrical appliance 
is working in that home.

In Fig. 7.1 this is a smart meter readings for one day in a house. We can 
identify what all the consumption peaks activity where just by their electrical 
power consumption signature. The fan oven is really easy to spot, it is the fan 
going on and other activities. We crowd sourced people recording activity dur-
ing the day and built up a set of training data across many homes with this sys-
tem. We could determine many activities just from the electrical signal alone.

Today a combination of machine learning algorithms and deep learning 
can generate algorithms and patterns that can tell you what you are up to in 
a particular moment in the house based on electrical demand usage. This can 
be developed through further training to understand the characteristics of 
that house building structure and its appliances and occupant behavior in the 
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household. It is information that can then be used to potentially control appli-
ances, optimize energy consumption and occupant behavior in what is called 
“in front of the meter” services. These could be connected to retail and main-
tenance services so that automation can follow and optimize the occupant 
lifestyles and building services. In “behind the meter” services this data can 
be used by power generation companies to optimize load and maintenance 
schedules using machine learning algorithms. But equally the consumer occu-
pant could move to new business models such as renewable energy and solar 
power and sell their spare energy to their neighbors or back to the local grid. 
Such systems are already in place in New York City with solar energy micro-
grids and the use of blockchain for smart contracts and energy trading [9].

Multi-Algorithms and Hybrid AI

This is just one example of the many machine learning algorithms that will 
come together to cooperate or have competing priorities. Nowadays there 
are many toolkits that do various kinds of machine learning and you can 
glue these things together with simpler plumbing so you can build these 
hybrid systems. Algorithms will become the competitive advantage and 
intellectual property of organizations today and in the future. There are also 
companies, such as CognitionX, that are an Algorithm marketplace broker 
platform started by Charlie Muirhead, a British Internet entrepreneur and 
co-founder with Tabitha Goldstaub and serial startup from Imperial College 
originally. They have establish marketplaces for algorithms and act as a shell 
company for listing of machine learning expert company of different areas of 
expertise. They have a large and growing catalogue of algorithms where you 
go to them with a specific problem and they advise who may have solution 
for that kind of problem or this combination of solutions [10].

Fig. 7.1 Smart energy meter electrical signal. With permission from Prof. Jon 
Crowcroft Nov 2016
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What is the Shape of the Internet to Come?

The internet is evolving to include a range of different wider area to micro-
location networks such as low energy Bluetooth, NFC, Wi-Fi, LoRaWAN, 
SigFox and many others. There an new evolving strata to the internet from 
micro-location networks and macro location networks that are instrument-
ing connected building or a connected city and down to the individual per-
son or object. For me it is kind of reshaping the topology of networks.

It seems to be a continuum of different issues of coverage and perfor-
mance. For example did you know London, Cardiff, Bridgton, Leeds, 
Edinburgh, Manchester and Liverpool have their own internet exchange 
points IXPs. What they are looking for is really low latency and perfor-
mance. But there are also other areas in a geography that has minimal or no 
internet coverage then no internet services reach those locations.

One evolutionary path that has definitely already happened in the paste 
five plus years is that there has been a move to putting big server farms 
inside internet exchanges. While there are big data centers there is now this 
move in what has been described as “flattening put the internet” to decen-
tralize and distribute computing power to the edge of the network for better 
performance and lower latency. This is the reason why Netflix and Amazon 
just build a data center every time there is an internet exchange point, to 
enable better local service delivery of content.

The next step of this is kind of running out of physical real estate to put 
everything in the internet exchange points. So the next step is to replicate 
the data centers into the pox, points of presence of the ISPs, so then a typi-
cal point of exchange POX might be serving 50,000 or 100,000 not 10 mil-
lion, so you need a much smaller data center. You are replicating the data 
and data services there, but then it is even nearer, so they gain maybe one 
hop, they are going through their DSL line, home broadband, their fiber 
and they land on their TV media service provider and there in the data 
center it has all the videos that they want to see. Maybe it is backup their 
smart home, or serving a smart table or serving as a mirror for that.

This is all somewhat making the internet flatter.

The Rise of Augmented Reality

Today there are devices that enable the ability to scan three dimensional 
physical objects into render as a digital model of the physical object. We see 
this happening now in examples such as geospatial lidar scanning or Google 
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project tango to enable 3D scanning of a room with a mobile phone to cre-
ate a spot cloud. This is all generating “digital twins” of the physical world. 
This perspective is also generating a new depth of field spatial proximity 
information collected through sensors and scanners and enabling new kinds 
of virtual reality and augmented reality. With this kind of multi-dimensional 
information you can augment objects with additional views and capabilities. 
This is augmentation that instruments up the space, digitized objects and 
activities into a multi-dimensional rich data environment and representation 
or facsimile. In order to bring this potential about have to have a mandate to 
be able to develop the infrastructure, the internet and networks to be able to 
support this kind of data loads and real-time responsive performance. This 
in tern will drive huge demand for bigger and faster networks and the stor-
age to deliver this volume of 3D data.

For example Google and YouTube has 3000 data centers in the world now 
and this from a situation where they just had two. They realized that if you 
are trying to serve somebody in a physical location, for example Pakistan, 
to stream YouTube videos for example where advertising for companies in 
Pakistan, doing this from the US was not ideal. So by putting a big YouTube 
service inside the main Pakistani ISP service resolves this performance issue.

If you go to augmented reality, IoT, health tracking, this is creating huge 
amounts of high volume local data that is all going to be very near to us. As 
you move around it will use the tracking to migrate the thing that is run-
ning your digital twin. This is likely the viable way to do it with comput-
ing moving to a decentralized at the edge network, powerful computing 
will need to be near you in your hand or location for fast ultra low latency 
immersive experience.

Machine Reasoning

Generic algorithms and evolvable programs is a possible future development 
in machine learning [11]. Will computers able to “program themselves”? Will 
this be science fact or fiction using genetic programming that allows comput-
ers using “natural selection” to generate programs is another  possibility [12]. 
Part of this goal is the field of machine reasoning and inferencing that aims 
to tackle such complex problems. Examples such as Isabell/HOL developed 
since the late 1980s by Barry Paulson at Cambridge University was a generic 
proof assistant that can use mathematical formulas to test correctness of solu-
tions. Isabell/HOL has been used with economists for reasoning about trad-
ing in markets and trying to infer what people are doing [13].
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Machine reasoning in this context example today is useful in analysis 
of big software systems, where we can now buy a lot of bug free systems 
because we can effectively remove bugs semi-automatically for large sys-
tems. This is a typical challenge in business today with large software systems 
that are messy and complicated. Facebook actually check all their checked 
in code. Programmers are not allowed to check code in if the system infers 
there could be bugs in it with some probability. This saves time for program-
mers removing the need for rechecking and the possible customers com-
plaining about bugs.

With the spread of the network and these emerging capabilities, new 
kinds of intelligence will emerge.

Summary

The architecture of the internet is changing as algorithms and the topology 
of networks evolve to include new hybrid models of network connectivity.

The 4th industrial revolution will drive new kinds of networks and 
devices that will represent a new level of scalability unprecedented in human 
history. It will also challenge the rights and issues of personal data privacy in 
particular and establish new challenges to preserve these rights while attain-
ing the potential of the new 4th industrial revolution era.
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Introduction

Many years ago we developed fingerprint recognition in the late 1970s that 
by the early 1990s had evolved into an integrated automated fingerprint 
identification system which later became part of the field of biometrics com-
bining many types of identification. At the time machine driven finger print 
recognition was wonderful, but nobody was interested even if you “do not 
need keys anymore” but they could not see it. Ten years later, 911 happened 
and all of a sudden everyone wanted finger print recognition. Over that 
period of time all of this biometric information gets stored somewhere as 
digital information. As soon as that happens it is not the security of it that is 
the main worry, it can get copied, moved or deleted. Modification is a big-
ger worry, if somebody gets to the data and changes a link how do you then 
prove who you are if the original reference data has been edited?

All Eggs in One Basket

We need guiding principles here, and one of the guiding principles that 
would be helpful for business be they new businesses being created or exist-
ing ones, is not to collect together a knowledge base, a collection of informa-
tion that you are not able to adequately protect. This is really important.

One of the things often seen is people are very disparaging about “dragons 
den” the UK TV program, and it is superficial in lots of ways but when you see 
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people with great ideas but they do not scale, it is just a hobby, it will not become 
a business, it is not some something someone will invest in, you cannot protect 
your Intellectual property IP. The other thing that does not seem to be considered 
is whether it is sensible from a cyber security perspective?

You might have this wonderful idea for a business, perhaps Industrie 4.0 
pulling together sensors input throughout an entire supply chain. As a busi-
ness you might be able to offer to business enterprise as-a-service rather than 
they do this themselves. You have worked out how to do this, on your plat-
form you state that you will pull all of your sensor data centrally to be able 
to coordinate your supply chain. But that is a very attractive cyber attack 
target for a lot of people but your business model might not producing 
enough revenue for you to be able to properly secure what you are doing. It 
would not take many months before there was some form of cyber security 
breach. So you need to consider the cyber aspects of the business as you are 
developing it. This is really important.

Ultimately the overall business outcome goal is seeking to create competi-
tive advantage. We are trying to transform processes to lower cost or new 
capabilities because the benefits can be past on to consumers and then eve-
ryone in a nation or across the planet benefits from prosperity indirectly. We 
increase wealth people have by not having to pay as much for the things that 
we want. The internet and its network effects have a whole heap of benefits 
that we get but there are dangers as well that we can see.

Protecting the World We Want

When we look at IoT devices they are horrendously insecure, criminally 
insecure. One of the things everyone involved in Industrie 4.0 and the 4th 
industrial revolution and in respect of smart and future cities and societies 
need to understand is that we are trying to create well governed spaces that 
are both in the physical world and increasingly now in the virtual world too. 
For example, we like working in the UK, it is generally cheap to do business. 
I don’t need to take somebody out for three months to get a personal trust 
relationship to then be able to transact because we believe in the rule of law, 
we have property rights, and there doesn’t seem to be an awful lot of corrup-
tion or nepotism. It is a great space. That is the space we also want in our 
virtual cyber-physical environments too, it needs governance and it needs 
protecting.
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What Is a Dangerous Space?

The minute somebody can create something, it is possible for somebody else 
to waltz in and steel it for free and then exploit it. The minute that every-
thing you own is capable of being modified to damage you or to further 
somebody else’s agenda with no normative barriers in place, this is a danger-
ous space. That is one of the things we are trying to change. This is an over-
arching theme of the 4th industrial revolution.

Governmental policies are evolving as people are becoming more aware 
of what the consequences and risks. Often people do not know what are the 
risks in cyber-physical spaces or where the perimeter of security is for that 
matter?, where it is safe to go?, what data, devices and networks should you 
use? I think from observing cyberattack events after they have occurred, peo-
ple do not know what and where the risks areas are and how to perceive how 
information works across cyber-physical spaces.

There is no menu, “oh follow these five steps and you will be fine”. This 
becomes even more difficult when the goal or the game of hackers seems to 
be in trying to break the protection and barriers put in place.

A key question is what is the role of intelligence and machine intelligence 
from the prevention side or the attackers side? We are starting to see more 
sophisticated uses of machine learning that may be used in cyberattacks. 
Likewise, in prevention and the use of artificial intelligence to scan and 
monitor and respond to attacks.

Focusing on the Adaptive Parts of a Space

Both the user and hacker sides can use intelligent, adaptive, smart systems 
for increasing their ability to respond in an agile way to changes in the envi-
ronment. So, when an opportunity arises, both sides will use it. The thing 
you have to understand from the defensive side is that lots of people think 
that the answer to cyber security defense is some great big electronic super 
brain that will sit rather like a general on a hill overseeing the theater of 
battle. The General watching what’s going on and making wonderful deci-
sions and changes within the space to be able to protect an organization or 
a Nation or whatever. But when you look to attack a system using cyber 
hacker techniques, you look at what you focus on. You focus on the adap-



210     M. Skilton and F. Hovsepian

tive bits of the system, the network, the company organization and people 
involved. So, ninety-five percent of all attacks will start with a phishing 
email or something. You are going after the adaptive human. Then you will 
focus, if you are doing a technical attack, on the adaptive protocols. So you 
may, for example, go after and adjust address resolution protocols [1], and 
the Span entry protocols [2] that dynamically reconfigures all of the switches 
into a network in an enterprise.

Cyber Security Homunculi

You will look at all of these adaptive bits of a system as points for cyber-
attack and protection. I am sure that if you have seen those homunculi 
where you have a little model of a naked human but with the parts of their 
body in proportioned to how many nerves they have so they have big hands, 
a great big tongue and is a metaphor for these kinds of adaptive parts. If you 
were to take a “computer system homunculi” and do the same and scale it 
by how much adaptation it is. Then do a completely separate one where you 
scale it by how likely it is attackers are targeting those bits, I think that is the 
same diagram. As a consequence anyone who thinks that they can create this 
wonderful new smart system to defend, thinking it is sitting on the sidelines 
like an-all-seeing general. It is not, it is right in the middle of the battlefield 
with a great big target painted on it. We absolutely need smart systems that 
recognize the distributed and decentralized nature of the real situation today. 
You need them to be developed by people who know how to develop dis-
tributed system protection that are robust to attack because you are increas-
ing your attack surface in the 4th industrial revolution.

Perimeter Is the Wrong Way to Think About 
Cyber Security

The risk profile and the perimeter of what is a systems are changing. Do we 
know where the perimeter is one thing in the sense of knowing where your 
attack surfaces might be? Often the issue in security might be outside your 
domain of control so therefore it is an ecosystem mindset that is required. In 
an organization the securing of assets or people and activities might be out-
side the domain of control of that organization. This means it is an ecosystem 



8 Impact of Security on Intelligent Systems     211

mindset needs to consider inside and outside threats and protection in cyber 
security.

Perimeter is probably a wrong way now to think about cyber security in 
general for individuals, enterprises, governments and societies. If we think 
about how we secure our cities, the city of London physically for example, 
we do not have a clearly defined perimeter, there is no great wall around 
London. We may have a rim of steel in the middle metaphorically made up 
of an awful lot more monitoring that goes on, nevertheless you do not have 
to cross a check point and people who would be considered highly risky can 
be right at the heart of your city are allowed almost up to the front door 
of No. 10 Downing street. The approach that is taken is a combination of 
cultural awareness so that people will report and watch each other and some 
architectural changes which are designed in.

So there are technical and non-technical approaches to protecting our 
spaces and we need to take that approach and bring it into the cyber vir-
tual world. The old view of this is an organizational boundary and this is 
a perimeter of the organizational owned IT system and will protect it. For 
example a building management system that is probably being controlled 
by estates and not by the occupant; or it could be your production control 
system coordinating a complete distributed supply chain. System ownership 
can be different in reality.

Cyber Is not Information Security

We can follow information security rules such as those found in ISO27001 
but in reality its easy to steal information potentially from organizations. 
The security approach of information that you care about, knowing where 
it is, encrypting it when you are sure nobody is looking over your shoulder, 
decrypt it and work with it, and then re-encrypt it doesn’t work when the 
thing you care about isn’t information. If you are managing a production 
line or if you are travelling in a car travelling down a motorway, or using 
an insulin pump; you can’t encrypt it and then decrypt it when you want 
to squirt some insulin. It is a physical process that is being digitally con-
trolled and the way that we protect that has to be using different princi-
ples from the principles we use to protect information. But people are still 
talking about cyber security as some kind of physical process with strong 
authentication, strong encryption, collect your assets together. Well the 
Americans tried that in Pearl harbor in 1941, they put many battleships, 
planes and ammunition as well as the Commander in Chief of the Pacific 
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Fleet Command together in very centralized places and then it became a tar-
get that is very easy thing to hit. By arbitrary comparison, look at the coun-
try of Estonia, they have their government online, even if the country was 
invaded they can virtually move everything that they do in government to 
any other part of the world they like. They can use servers to bounce around 
the world. This is the opposite of sticking it in a box and making it sure 
nobody can get into it.

It Is a Cultural Overhang

When we first invented the electric kettle, before that we had kettles that we 
put on open fires to heat the water by the first underneath. The handle was 
on the top because if it was on the side you would burn your hand. Then 
we invented the electric kettle and we still have the handle on the top, when 
you poured the electric kettle, steam burnt your hand. Suddenly someone 
realized it is no longer over an open flame, and could put the handle on the 
side. But for while this was not the case. This is the cultural overhang often 
seen in moving from the old era of a technology to the new and the residues 
of old thinking conditioned by previous social norms, beliefs and artifacts. 
We have the same cultural overhand when viewing from a cold war, military, 
hierarchically organize perspective. Here the organization believes it owns its 
own Information Technology (IT) perspective, and that is the way we treat 
cyber security in many cases today. Sooner or later we will come to the reali-
zation that the internet and the IT landscape and the data, artifacts, places, 
people, behaviors and networks in it is more like a global commons. That it 
is a shared space that we want to contribute to as stakeholders to it being 
well governed and the approach to do that is necessarily technical but also 
equally necessarily cultural and behavioral.

Cyber-Physical Systems CPS to Cognitive  
Cyber-Physical Systems CCPS

If we are talking about cyber-physical, perhaps we ought to be talking about 
cognitive cyber-physical systems because that human habitat is in many 
ways the most important.

This is describing the anthropic perspective and impact of physiological 
and psychological issues of protecting this space. It is to particularly to do 
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with the psychology of dealing with humans and spaces that can jump and 
mix between physical behavior and virtual online behavior. There is also the 
speed of effectiveness issue, as with the insulin pump or in the case of the 
self-driving car we are faced with situations that are both wicked problems 
that have difficult life or death consequences of being able to automate and 
being able to make decisions fast enough to protect the human or the pedes-
trian. It is having systems that are able to sense make and be appropriately 
fast enough to fix the problems or opportunities at the speed the situation 
requires. In the case of the self-driving car this could be milli-seconds to 
make crash avoidance decisions. With the case of cyber security policy mak-
ing it often assumes that a human is required for making decisions but there 
can also be situations happening so fast such as in the case of machine learn-
ing that humans cannot be part of that equation, because you cannot inter-
act fast enough. So the other issue is the machine to machine attack vectors 
which are not about humans specifically as they are functionally not part of 
it. There are machine learning algorithms now that can come in and attack 
spaces.

World’s First All-Machine Cyber Hacking 
Tournament

On the August 4, 2016, DARPA (U.S. Defense Advanced Research Projects 
Agency) held a $2m Grand Challenge for “fully automated” cyber defense 
systems [3].

Seven high performance computers were set to play an all-machine 
Capture the Flag contest, reverse engineering unknown binary software, 
authoring new IDS signatures, probing the security of opponent software, 
and re-mixing defended services with machine-generated patches and 
defenses.

Starting with over 100 teams consisting of some of the top security 
researchers and hackers in the world, the Defense Advanced Research 
Projects Agency (DARPA) pit seven teams against each other in the Cyber 
Grand Challenge final event. During the competition, each team’s Cyber 
Reasoning System (CRS) automatically identified software flaws, and 
scanned a purpose-built, air-gapped network to identify affected hosts. 
Cyber Reasoning system (CRS) is a term that refers to systems to automate 
tools that not only uncover vulnerabilities, but have the intelligence to auto-
matically patch and fix the issue [4–6].
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For nearly twelve hours, teams were scored based on how capably their 
systems protected hosts, scanned the network for vulnerabilities and main-
tained the correct function of software. The wining CRS was “Mayhem” by 
ForAllSecure a fully autonomous system for finding and fixing computer 
security vulnerabilities. The machine also earned itself a prestigious “Black 
Badge” trophy at DEF CON (an honor given to unbeaten players and the 
first non-human to receive the honor), as well as a spot in the Smithsonian 
Institution. It also competed in DEF CON’s annual CTF event against 
some of the world’s best hackers—another first [7]. The winning team also 
gets the chance to enter its system into the real Def Con CTF competition 
to see how it performs against the best human players of the offensive cod-
ing game [8].

The competition generated patched software and IDS signatures gener-
ated by the competition machines that were released into the public domain. 
It also allowed practitioners to learn and test their cyber skills again the 
machines [9].

IDS Intrusion Detection Systems refer to a wide range of systems from 
anti-virus software to hierarchical systems that monitor the traffic of net-
works and Host systems. They can generate signature-based IDS (SIDS) that 
refer to the detection of attacks by looking for specific patterns, such as byte 
sequences in network traffic, or known malicious instruction sequences used 
by malware [10]. Another is Statistical anomaly-based IDS (AIDS) that seek 
to detect unknown attacks that do not follow specific patterns. This uses 
machine-learning to generate models of trustworthy activity and compare 
new behavior against these models. While subject to false positives it can 
all view what Analyst firm Gartner term user and entity behavior Analytics 
(UEBA) for human and network malicious behavior detection [11]. A third 
example cyber-attack detection approach looks at the specific protocols used 
in a system comparing deviations in protocol states observed in events with 
predetermined profiles of trusted definitions of protocol benign activity 
(SPAD) [12].

The Tempo of OODA Loops

One of the issues you have got in a military sense is that you can be too 
quick in responding to cyber attack that a lot of cyber defensive weapons are 
very fragile. When they are figuratively exposed to the air they start to crum-
ble because people quickly see how they work and then can protect them-
selves against them. If you have a big arsenal of cyber weapons and then one 
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of your adversary’s upsets you a bit and there is an escalation, if you have a 
superfast system it will adapt and will try to out maneuver you. If in the first 
attack you throw absolutely everything you have got at them within a micro-
second, now you have nothing else. There is a lesson from military planning 
that looks at what is called OODA loops and the procedure: observe, orient, 
decide and act [13]. OODA was a method developed in combat operations 
that evolved a decision making cycle that you go through whether you are a 
fighter pilot or a general with situational awareness. You observe, then you 
orient, decide and then act, similar to the Plan-check-Do-Act concept of the 
Deming cycle from quality management systems in business but aimed at 
responsive action in military situation [14].

For a fighter pilot, you observer, you find out where everybody is in your 
environment, you orient yourself to that and decide for yourself what you 
are next going to do, you do it and then you go round the loop again. If 
you can get inside your opponent’s OODA loop then you can out maneu-
ver them because you are thinking and responding faster than their OODA 
loop. This is one of the big issues for the Military, you want to be inside 
your enemy’s OODA but ideally you want to position yourself just inside it, 
not a million times faster than it for the reason explained earlier [15]. This 
suggest a good level of situational awareness such that it can be responsive to 
planned and unplanned events.

Try Throwing Some Treacle in!

A lot of the things we see have the OODA loop characteristic in cyber secu-
rity and the speed of response that is appropriate and proportionate. Some 
affects require humans to realize the effect has actually happened. If you 
take down somebody’s communications system, you need them to realize 
that they cannot communicate because that is part of the affect. There is a 
certain tempo to the attack and response. You can have when you architect 
systems, too much speed, one of the response things for systems in general, 
be it energy management systems, enterprise security management or city 
shopping malls, is just try throwing some treacle in! because you do not always 
need things to be moving so quickly. If you can slow down the attack, sludge 
stuff up it allows humans and also automated defense systems more time 
in which to react and do things. So for example, cut down the bandwidth, 
increase the propagation delays often you find you can do that without 
affecting business critically and it is giving you a greater resilience. It is the 
equivalent of putting the two lines of fences around a military compound 
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and you know it will take attackers a certain amount of time to breach the 
first and then get across the moat to the second, and that tells you then how 
frequently you have to patrol.

Attacking at 1.2 Terabytes Per Second

Distributed Denial of service (DDOS) attacks can get up to a terabyte per 
second traffic to a corporate website service at the time of writing is the cur-
rent world record, and is overwhelming fast. This was seen in the Mirai bot-
net attack on 21 October 2016 disrupting internet service in Europe and US. 
The attack was focused on the company Dny that controls much of the inter-
net’s domain name system (DNS) infrastructure brings down sites including 
Twitter, PayPal, Spotify the Guardian, Netflix, Reddit, CNN and many oth-
ers in Europe and US. The Mirai attack was unusual in that it used many 
computers and devices of the internet of things including digital cameras 
and Digital Video Cameras to launch an attack estimated to involve 100,000 
malicious endpoints and achieved an attack strength of 1.2 Tbps [16].

The velocity of this is to overwhelm but it can also be used by machine 
intelligence to make way for stealth attack of the future. The example of the 
$1 billion stolen from several Russian and European banks in 2015. The 
Russian anti-virus software firm Kaspersky Lab described this as a series 
of attacks through phishing schemes and other methods including infil-
trating ATMs to release money for the criminals to collect or altering cus-
tomer bank accounts from $1000 to $10,000 to create money to steal [17].  
These were below the radar of most DNS monitoring and is an example of a 
stealth attack across a wide range of targets.

Beyond the biggest data breach in history of potentially three billion 
user accounts stolen from Yahoo! in 2013 but not announced publicly till 
late 2016 [18]; the rise of ransomware attacks represent a particular viru-
lent form of machine attack using malware to covertly install on a victims 
device such as mobile, computer or wearable to extort money. Examples 
of this type of attack include the NHS Health service in UK attack shut-
ting down patient record systems for 48 hours in several hospitals [19] 
to what DarkNet, a UK Hacker group, estimated was 33,000 publicly 
available MongDb databases that were hacked in 2016 by ransomware 
demanding payment in bitcoins from 0.2 bitcoins (US$184) to 1 bitcoin  
(US$921) [20].
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Digital Judo and Boiled Frogs

I call it Digital Judo, attacked done against adaptive systems. There is a very 
nice example of a person called the “Spamking” in 2007 who was caught 
twice by Microsoft for spamming everyone on Hotmail [21], the second time 
he did it was a work of genius. He had an adaptive spam filter that watched 
what everybody on Hotmail was doing with an email. So if they all received 
this email and they were all putting it into the junk folder then the thing 
would learn adaptively that was junk. So he set up a million fake accounts, 
sent out his spam, it was moved by the spam filter into the junk and his fake 
accounts all moved it back again so the adaptive system learnt that so many 
users are saying it is not junk and not marked as junk and allowed to remain. 
Another thing you can do is what is called a “boiled frog” attack where you 
just raise the temperature of threshold to attack in system. You know the sys-
tem is just trying to learn, so you keep below the threshold where it is going 
to trigger an alert but the thing adapts and learns the moves the threshold to a 
point where you can complete your attack and it will not notice [22].

There are ways you can attack systems that adapt that are qualitatively dif-
ferent from ways that are more conventional. In Karate you can beat up a 
sack of potatoes because you can throw a limb out very quickly, but you 
cannot use Judo or Aikido on it because you require a living person to react 
against you, you are going to use their reactions and their muscles against 
them. It is a similar thing that you have got a system that does not adapt 
then you cannot use these techniques. Thankfully people are putting more 
adaptation into their systems.

Shooting Fish in a Barrel and the Future 
of Intelligent Machine Cyber Attacks

With machine learning and adaptive systems has the world moved on? Now 
you have this new class of advanced cyber enabled hackers that can use 
machine intelligence as part of their weaponry. This is increasing new ways 
to attack and defend with increasing levels of sophistication.

Organized criminals and sophisticated attackers can often use com-
mercial-off-the-shelf widely available malware because we not patching 
put systems. We may be still relying on anti-virus where all the organized 
crime gangs are using counter-antivirus services to check their malware  
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and avoid the latest antivirus before they release it. It is like shooting fish 
in a barrel in attacking systems. One of the aims of cyber essentials, a UK 
government standard in training course, is to raise the level of cyber secu-
rity awareness and hygiene so the sophisticated attackers can no longer look 
like relatively unsophisticated attackers. If the environment is such that you 
cannot use those kinds of easy tools and you really want to get to a certain 
target then you are going to have to start showing your hand that you are 
for example, a nation state who have full resources for cyber security attacks.

It terms of where we are going with cyberattacks, you can certainly buy 
kits now, develop bot nets to send out and collect the results and make 
ransomware money that could be several thousands of millions in money. 
It is commoditized and if you can deskill the ability to find vulnerabilities, 
exploit them, identify targets of interest and go after them, then this will be 
more prevalent in the future.

Cyberattacks at Scale and Resilience Against 
Shocks

But it is the “at scale” that is the thing. One of the things we can see from 
the field of ecological research in biology and natural sciences, is that if you 
want general resilience against shocks, you need diversity, you have a diverse 
collection of ecological niches. We have an awful lot of monoculture, great 
big organizations where is exactly the same version of windows on all their 
machines, all of their plants are using exactly the same programable logic 
controllers. A bit more diversity would help us, so we can learn from differ-
ent disciplines here.

This seems similar to the issue of hyperscaling for the benefit of using 
cloud computing that exploits the feature of many common servers to 
increase scale and power of computing. This is driven by the economics of 
common scalable systems driving more growth and demand and the rise of 
a few very large data centers and hyper scale providers. There seems to be 
a paradox here in that this scaling is driven by economics to give access to 
may while it may be a threat to security through common centralization. We 
need to think intelligently in how we can protect and fragment our personal 
data for example so we do not have things all in one basket.
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How Do You Plan for This and Lessons 
of Blockchain?

As a CFO how do you plan for the distribution of authority for financial 
decisions, it feels similar? Rather than one person at the top who decides 
the decisions, you have a community making different decisions in different 
ways and you are allowing that to happen. So the question is when does it 
need to be centralized and when can you diversity decision making without 
it ending up fragmenting the organization in a bad way. Actually, fragmenta-
tion can be very helpful in a lot of ways, you just need make sure it is not 
disruptive fragmentation.

Blockchain could be another target for cyber attacked given it fits that 
kind of distributed architecture and decision making process. Could this 
conversely be a cyberattack target given its economic transaction role?

It depends how it works, collusion is a big problem behind the scenes. 
A lot of the time when they talk about distributed ledger or block chain 
they do not actually need it. Because they are talking about using it within a 
trusted community so you do not need all the expensive overhead of proof 
of work and mining and other things. If you look at how the Linux kernel 
was developed it used something called a Git repository. This is a distributed 
database and it uses cryptographic hashes to make sure nobody can manip-
ulate the shared understanding of what has been previously committed. A 
lot of time people talk about blockchain but they could do everything they 
want to do but with a Git repro. It is understanding that blockchain is a 
collection of different components all glued together and you need to under-
stand what the different components do and which ones you need.

You can improve security operations by having monitoring with machine 
learning, but you can go after the attacker as well, who is trying to make 
you believe everything is fine or that something has changed and you need 
to alter the system. So you think you have situational awareness? Do you 
need global situational awareness? Can you have local control with no over-
all global status awareness? It is possible you can still have the protection you 
need.
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Is that Really a Smart Home?

With the 4th industrial revolution we will have the connect home, con-
nected lights, connected garage, connected living room device. Do you 
want a smart control hub system if this could be a risk for cyber secu-
rity too? Equally do you want those smart appliances to track your move-
ments, listen to your voice and “see” your images and activities in your 
own living space?

There is a trade-off in the need to know why you want to centralize this 
type of information and to give this level of personal data access. What are 
the benefits that outweigh the risks of doing it. So you could have a cen-
tral control system for all your systems in your house but if these could be 
used for nefarious reasons. For example my smart lights could be switched 
remotely on or off or the heating energy system could be overloaded as a 
gateway to some other system, for example, triggering the home security 
doors to open in a false heating or fire alert that then might enable someone 
to gain entry to something that might be of value to steal. It is an equation 
of cost, risk and value and does it really matter at the end of the day.

Machine learning and algorithms are starting to be used in cyber-attacks. 
Ransomware could be described as intelligent software that can activate itself 
or be activated remotely and to start to have a controlling effect on the out-
come of victims. From the protect side it is important to have a completely 
different mindset to protect business in the twenty-first-century. There needs 
to be more investment in more than just an awareness of machine learning 
and AI. Both machine learning in advanced analytics and deep neural nets 
that could be described as A.I. in business is starting to influence how cyber 
security needs to consider its impact and consequences.

The Rise of Narrative Engineering—Human 
Behavior, Cultural Change and Rhetoric Is the 
New Cyber Security Skills

The prevention strategy and the attack canvas is getting more complex. The 
skills in the average organization is simple not there in order to respond to 
new levels of cyber-attack sophistication. The level of skills that cyber secu-
rity practitioners now need are changing. Cyber essentials is one thing but 
the reality is that they have no skill in the area that they need which is the 
area of human behavior and being able to affect cultural change. If you look 
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at most cyber security professionals, they realize they need to spend more as 
an organization to set up firewalls because they are completely focused on 
the technical and they will go to the board and put forward a logical case 
and they will not get the money. The reason they did not get the money 
is because they did not use “rhetoric”. They had no pathos of empathy in 
order to understand how to communicate persuasively when we come up 
with a new technical security policy we need stronger password because peo-
ple need to, but no one thought that people are just going to stick them on 
their monitor. The skills we need are essential technical skills but we also 
need cultural skills that are equally essential. When we are talking about AI 
and the way in which it can change an organization it is very much seen as a 
battle of narratives. Narrative engineering I think is something that is going 
to become increasingly important.

Managing the narratives will be critical, it is managing the cognitive 
space, just look at fake news and all the data and words on social media 
and the media in general today. There is an increasing realization we do not 
really have the tools to counter this. This is countering influence campaigns 
and conducting them on our own terms and agendas is a battle of narratives 
and we need within organizations and society to win this battle.

It is focusing on the social engineering of cyber security when most peo-
ple focus on the in-depth knowledge of operating systems yet someone can 
pick up the phone to convince people to give them information or the wider 
implications of government or terrorist group social media manipulation.

We need cultural change in the way we deal with cyber security in organi-
zations and the change needs to be around creating well governed spaces.

The Case of the Connected Car Cyber Attack

For example an automotive manufacturer, as an attacker I might be one of 
several people, I might be a terrorist, I might be an organized crime gang,  
I might be a competitor, I might be foreign intelligence service. When I look 
at what I can do, I could hack into the production line so I can change it so 
you get more defects, you get more recalls, it lowers the reputation of your 
brand. You think that it is just poor quality control, you do not even real-
ize you are under a cyber-attack. Other things I could do might be to take 
all of your intellectual property and build a product that look very similar 
to a western car for example. Armed with a detailed understanding of your 
vehicle I can infect service center computers that every car that goes in for a 
service gets malware on it that can be triggered at any point. It could include 
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ransomware so it encrypts part of the system so you can not drive the car or 
you lose some performance, it will not go above 30 miles an hour and on 
your head up display comes a bit coin address for you to be able to pay and 
release it. It is adaptive, and it is smart, and what happens is the systems are 
talking back to through command and control and when the price is too 
high and not enough people are paying, you drop the price a bit. So you 
are dynamically alternating how much the ransom is. It is still there and it 
keeps coming back and lots of people get used to paying amounts by bit 
coin. That is what can happen to any organization and that is only really 
scratching the surface.

Are Cyber Security Professionals Involved 
in Products and Process Design?

The point is you can have those highly trained cyber security professionals 
but how will they help when you have faulty issues on your production line? 
That is not a cyberattack because you do not know it is a cyberattack. How 
are they going to help when you are designing your systems to try and make 
sure they are more cyber secure? Take the example of Johnson and Johnson, 
they have an insulin pump that was recently shown to be remotely hack-
able that a hacker could exploit to overdose diabetic patients with insulin, 
though it describes the risk as low. The company communicated this in let-
ters sent on Monday to doctors and about 114,000 patients who use the 
device in the United States and Canada [23].

The question is at what point in the product design, process design, 
producing that insulin pump did the cyber security professional step in? 
Nowhere, they were not invited in, and the cyber security professionals can 
bleat all they like about you need to bring us in rather than at the end, but 
actually what we need to do is make it mainstream, Security-by-design.

Security-by-Design

So somebody who is designing a car needs to understand enough about 
cyber security, we will get there because it surrounds everyone, you can not 
grow up without an understand of this. The awareness level will increase but 
what we need to do is to catalyze the change to a point where we have it 
built-in.
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The awareness for designing security into systems is increasing, companies 
like ARM holdings, a UK international computing chip designer and others 
are saying that in the case of the Internet of Things IoT devices are increas-
ing the attack surface and targets for malicious cyber activity. Mike Muller, 
the CTO of ARM Holdings has said that protection against hackers works 
best when it is multi-layered, so ARM is extending our security technol-
ogy into hardware subsystems and trusted software [24]. Systems can start 
to have built-in security features with tool kits and services to help compa-
nies use secure technology by design built it is still only part of the way that 
needs the skills and awareness on the other side by professionals in all areas 
of business who can have the mind set to think about cyber security is all 
stage of business activity.

Creative Deviousness

You need that creative deviousness, if you are looking at some trusted plat-
form chip that is doing some cryptography, You need to approach the prob-
lem by looking for side tunnel attacks, so when it is doing some form of 
calculation, does it give a different heat signature, or is it noisy in an electro-
magnetic sense so I can tell quiet what it is doing. It is a mindset of creative 
deviousness.

The Case of Traffic Light Systems

There was the case where we were talking to people who were designing 
traffic light systems and they were very pleased that their electronic con-
trols meant you could not have at a cross roads two green lights at the same 
time. But they were led lights so we explained that if we were an attacker we 
would turn one on then the other and the second so quickly so they would 
both look as if they were on at the same time. How do we teach that? But 
this is what we need to get into people’s minds, they need to have a little 
hacker insider them thinking how would I subvert a business system? this is 
key.
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Algorithms, a New Kind of Cyberattack Vector

So whether we will need machine learning and artificial intelligence to auto-
mate zero day attack detection and response is starting to become a reality 
but the psychological approach and mind set is also equally critical.

There is a need for better situational awareness to understand what 
is going on. One part of this is in understand what is going on inside the 
algorithm itself as in the case of the recent work by the Royal Society on 
Machine learning and one of the recommendations is for improved visibility 
of what the algorithms are doing [25]. The need is to see through the opac-
ity of machine automation logic to be able to understand and trace back 
where errors caused by automation or deviancy and criminal activity caused 
directly or overtly by machine intelligence computation or rules built in by 
humans. The issues of corruption and the very ethics of decisions made by 
automation and algorithms are expanding the impact of cyber security risk 
and due diligence. Visibility and the ability to get through obfuscation in 
understand where is the problem, or how some system came to make an 
automated decision is another type of new cyberattack vector is important.

In developing algorithms involve often a large amount of corporate 
investment in training data and developing the deep learning network. 
WebMD for example offers machine algorithm advice through its APIs who 
have incurred the expense to develop algorithm to diagnose medical issues. 
You can pay a subscription, put your information in, and it will tell you the 
results and diagnosis. But in other scenarios not related to WebMD, some 
researchers recently showed that in some cases with just the API access it 
does not take very many probes with test data to able to work out all of the 
weights on the hidden layers on a deep learning network, so you can actually 
steal and reproduce the algorithm [26].

If you have a business and you have spent ages developing the algorithm 
that is your intellectual property, it is sitting behind a web front end and 
somebody can come and just send a few bits of test data and steel what you 
have got, more than that, work out what the test data was that you trained it 
on.

Samy Kamkar is a legend, in 2013 shortly after amazon announced it 
would deliver by drone he released his own drone that would fly up and 
would use a weakness in the Wi-Fi comms to corral all the amazon drone 
together so it would form it’s own drone army arm and fly them away under 
its own control [27].
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Summary

The development of personal, economic and civil security and privacy is 
a pressing issue of the 4th Industrial revolution and our time. This is not 
just in terms of its new attack surfaces and risks of the connected assets and 
devices with see in the internet of things. It is also the social and psychologi-
cal impact that spread from fake news to terrorist and surveillance threats 
and responses. This is a continuously evolving area of technological cat-and-
mouse that will pervade every aspect of life as the physical world and the 
virtual world are interconnected and more deeply entwined.

This requires individuals, organizations and governments to work in 
unprecedented ways to enable the multi-layers of protection and response 
to the new attack vectors that will emerge. This is a important development 
that is manifest in its consequences for the 4th Industrial Revolution.

Notes and References

 1. Address Resolution Protocol (arp). http://www.erg.abdn.ac.uk/users/gorry/course/
inet-pages/arp.html.

 2. Chapter: Configuring SPAN and RSPAN, Cisco Catalyst 4500 Series Switch 
Software Configuration Guide, 12.2(53)SG. http://www.cisco.com/c/en/us/td/
docs/switches/lan/catalyst4500/12-2/53SG/configuration/config/span.html.

 3. DARPA Grand Challenge. http://archive.darpa.mil/cybergrandchallenge/.
 4. Cyber Reasoning System CRS. http://www.raytheoncyber.com/capabilities/

reasoning/ http://www.raytheoncyber.com/rtnwcm/groups/public/documents/
content/cyber-reasoning-info-pdf.pdf.

 5. Cyber Reasoning systems CRS. https://www.helpnetsecurity.com/2016/08/22/
cyber-reasoning-system/.

 6. Cyber reasoning systems automating cyber warfare. https://medium.com/@joey_
rideout/cyber-reasoning-systems-automating-cyber-warfare-3329f339edeb#.
xv7hryf19.

 7. Mayhem wins Darpa. https://forallsecure.com/blog/2016/08/06/mayhem-wins- 
darpa-cgc/ https://forallsecure.com/.

 8. ‘Mayhem’ program wins grand hacking challenge, 5 Aug 2016. http://www.
bbc.co.uk/news/technology-36980307.

 9. Defcon 24. https://www.defcon.org/html/defcon-24/dc-24-cgc.html.
 10. Intrusion detection system IDS. https://en.wikipedia.org/wiki/Intrusion_detection_ 

system.
 11. Gartner report: Market Guide for User and Entity Behavior Analytics. 

September 2015.

http://www.erg.abdn.ac.uk/users/gorry/course/inet-pages/arp.html
http://www.erg.abdn.ac.uk/users/gorry/course/inet-pages/arp.html
http://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst4500/12-2/53SG/configuration/config/span.html
http://www.cisco.com/c/en/us/td/docs/switches/lan/catalyst4500/12-2/53SG/configuration/config/span.html
http://archive.darpa.mil/cybergrandchallenge/
http://www.raytheoncyber.com/capabilities/reasoning/
http://www.raytheoncyber.com/capabilities/reasoning/
http://www.raytheoncyber.com/rtnwcm/groups/public/documents/content/cyber-reasoning-info-pdf.pdf
http://www.raytheoncyber.com/rtnwcm/groups/public/documents/content/cyber-reasoning-info-pdf.pdf
https://www.helpnetsecurity.com/2016/08/22/cyber-reasoning-system/
https://www.helpnetsecurity.com/2016/08/22/cyber-reasoning-system/
https://medium.com/%40joey_rideout/cyber-reasoning-systems-automating-cyber-warfare-3329f339edeb#.xv7hryf19
https://medium.com/%40joey_rideout/cyber-reasoning-systems-automating-cyber-warfare-3329f339edeb#.xv7hryf19
https://medium.com/%40joey_rideout/cyber-reasoning-systems-automating-cyber-warfare-3329f339edeb#.xv7hryf19
https://forallsecure.com/blog/2016/08/06/mayhem-wins-darpa-cgc/
https://forallsecure.com/blog/2016/08/06/mayhem-wins-darpa-cgc/
https://forallsecure.com/
http://www.bbc.co.uk/news/technology-36980307
http://www.bbc.co.uk/news/technology-36980307
https://www.defcon.org/html/defcon-24/dc-24-cgc.html
https://en.wikipedia.org/wiki/Intrusion_detection_system
https://en.wikipedia.org/wiki/Intrusion_detection_system


226     M. Skilton and F. Hovsepian

 12. Michael E. Whitman; Herbert J. Mattord. (2009). Principles of Information 
Security. Cengage Learning EMEA. ISBN 978-1-4239-0177-8.

 13. OODA Loop. https://en.wikipedia.org/wiki/OODA_loop.
 14. PDSA Cycle Deming Institute. https://deming.org/management-system/

pdsacycle.
 15. Inside the OODA loop. http://www.artofmanliness.com/2014/09/15/ooda- 

loop/.
 16. DDoS attack that disrupted internet was largest of its kind in history, 

experts say 26 Oct 2016 The Guardian. https://www.theguardian.com/
technology/2016/oct/26/ddos-attack-dyn-mirai-botnet.

 17. Hackers steal up to $1 billion from banks, DW.COM 16 Feb 2015. http://
www.dw.com/en/hackers-steal-up-to-1-billion-from-banks/a-18260327.

 18. Ransomeware threat on the rise as 40 businesses attacked 3 Aug 2016. https://
www.theguardian.com/technology/2016/aug/03/ransomware-threat-on-the-rise- 
as-40-of-businesses-attacked.

 19. Biggest NHS trust hit by ransomware attack 16 Jan 2017. http://www.server-
link.co.uk/home/2017/01/16/biggest-nhs-trust-hit-by-ransomware-attack/.

 20. Mongodb ransack 33000 databases hacked Jan 2017. http://www.darknet.org.
uk/2017/01/mongodb-ransack-33000-databases-hacked/.

 21. US Authorities arrest internet span king June 1 2007. https://www.scmaga-
zineuk.com/us-authorities-arrest-internet-spam-king/article/562484/.

 22. E. Chan-Tin, V.Heorhiadi, N.Hopper, Y.Kim, The Frog-Boiling Attack: 
Limitations of Secure Network Coordinate Systems. ACM Transactions on 
Information and System Security (TISSEC) Volume 14 Issue 3, November 
2011 Article No. 27. http://dl.acm.org/citation.cfm?id=2043627.

 23. J&J warns diabetic patients: Insulin pump vulnerable to hacking Oct 2016. 
http://uk.reuters.com/article/us-johnson-johnson-cyber-insulin-pumps-e-idUK-
KCN12411L.

 24. Making secure chips for IoT devices, January 2917, http://openmobilealliance.
org/making-secure-chips-for-iot-devices/.

 25. AI public services: biases, accountability and transparency (III), 8 March 2017 
Eleonora Reform. http://www.reform.uk/reformer/ai-public-services-biases- 
accountability-and-transparency-iii/.

 26. Stealing an AI algorithm and its underlying data is a “high-school level exer-
cise”, Sept 26 2016. https://qz.com/786219/stealing-an-ai-algorithm-and-its-
underlying-data-is-a-high-school-level-exercise/.

 27. Skyjack hacker drones could steal your amazon parcels right out of the air, 4 December 
2013. http://www.pocket-lint.com/news/125598-skyjack-hacker-drones-could-steal-your- 
amazon-parcels-right-out-of-the-air.

https://en.wikipedia.org/wiki/OODA_loop
https://deming.org/management-system/pdsacycle
https://deming.org/management-system/pdsacycle
http://www.artofmanliness.com/2014/09/15/ooda-loop/
http://www.artofmanliness.com/2014/09/15/ooda-loop/
https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet
https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet
http://www.dw.com/en/hackers-steal-up-to-1-billion-from-banks/a-18260327
http://www.dw.com/en/hackers-steal-up-to-1-billion-from-banks/a-18260327
https://www.theguardian.com/technology/2016/aug/03/ransomware-threat-on-the-rise-as-40-of-businesses-attacked
https://www.theguardian.com/technology/2016/aug/03/ransomware-threat-on-the-rise-as-40-of-businesses-attacked
https://www.theguardian.com/technology/2016/aug/03/ransomware-threat-on-the-rise-as-40-of-businesses-attacked
http://www.server-link.co.uk/home/2017/01/16/biggest-nhs-trust-hit-by-ransomware-attack/
http://www.server-link.co.uk/home/2017/01/16/biggest-nhs-trust-hit-by-ransomware-attack/
http://www.darknet.org.uk/2017/01/mongodb-ransack-33000-databases-hacked/
http://www.darknet.org.uk/2017/01/mongodb-ransack-33000-databases-hacked/
https://www.scmagazineuk.com/us-authorities-arrest-internet-spam-king/article/562484/
https://www.scmagazineuk.com/us-authorities-arrest-internet-spam-king/article/562484/
http://dl.acm.org/citation.cfm?id=2043627
http://uk.reuters.com/article/us-johnson-johnson-cyber-insulin-pumps-e-idUKKCN12411L
http://uk.reuters.com/article/us-johnson-johnson-cyber-insulin-pumps-e-idUKKCN12411L
http://openmobilealliance.org/making-secure-chips-for-iot-devices/
http://openmobilealliance.org/making-secure-chips-for-iot-devices/
http://www.reform.uk/reformer/ai-public-services-biases-accountability-and-transparency-iii/
http://www.reform.uk/reformer/ai-public-services-biases-accountability-and-transparency-iii/
https://qz.com/786219/stealing-an-ai-algorithm-and-its-underlying-data-is-a-high-school-level-exercise/
https://qz.com/786219/stealing-an-ai-algorithm-and-its-underlying-data-is-a-high-school-level-exercise/
http://www.pocket-lint.com/news/125598-skyjack-hacker-drones-could-steal-your-amazon-parcels-right-out-of-the-air
http://www.pocket-lint.com/news/125598-skyjack-hacker-drones-could-steal-your-amazon-parcels-right-out-of-the-air


227

Introduction

The most important thing is you can’t talk about artificial intelligence  
without talking about intelligence. One of the big mistakes people make is 
that they are making AI into specific things like deep learning or Arnold 
Schwarzenegger terminator movie, but the point is that any word tends to 
be used in lots of different ways when defining definitions. So I use local 
definitions, for me the definition I use usually for intelligence is “doing the 
right things at the right time”, very simple, and then Artificial Intelligence is 
just “an artifact we have constructed getting that to do the right things at the 
right time”.

From a computer science perspective, the problem of intelligence I see is 
actually a problem of search. There are a set of possible things you can do in 
a situation but how do you know the right thing to do? Part of that is not 
just searching between a set of things you can do, but also constructing what 
you think the consequences could be.

Consider the old chess computer programs, how many moves ahead do 
they look and that determines how well they play?

There are rules that can be used to plan out the response to the game sit-
uation. It is a kind of “framing problem” of knowing what information is 
available and how far the chess player can think ahead.

When you are talking about the framing problem you are basically talk-
ing about is all the combinatorial possible things. To consider all the pos-
sible things you could possibly do is inconceivable for a human, even for 
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chess. In a 35 move game of chess there are around 10120 options, more 
than there are atoms in the universe and the game GO is even bigger with 
2.08 × 10170 moves with each end point with up to 361 legal moves. Yet 
these are trivial compared to biology that deals with biological complexity 
of the human brain with 100 billion neurons and 100 Trillion connections.

Reducing the Search Space

What framing does is the same as we see in human culture and language, is 
to find ways to reducing the search space. Humans do a lot of this by social 
learning, so there are gestures that you just never make. The Human brain 
is very good at filtering out information and focusing on a specific action 
of attention on the task right down the commuter adjust action of how to 
grasp an object. People think of negative constraints as a negative thing but 
you can recast that as “focus”, it is basically that your culture has put in front 
of you things that are most likely to be useful. We talk about “thinking out 
of the box” what you are basically talking about is making a bigger search, 
leaping into another area.

Cognitive Horizon

Cognitive horizon is an idea that may be related to this which is an effect of 
“lensing” but related to what is the “knowable” from the perspective of what 
a human can understand.

This concept is similar to a view by Patrick Winston’s Ph.D., Ford 
Professor of Artificial Intelligence and Computer Science at MIT [1], in “you 
can only learn something that you almost know” [2] which suggested that 
in order to learn something, you need to already have enough background 
knowledge about the subject in question that the teaching will make sense, 
and that you can integrate it to your existing structures of knowledge [3].

This is related closely to such topics as the illusion of transparency  generated by 
hindsight bias and human brain reinterpretation of situations; and self-anchoring 
from the inability of the human brain to visualize other minds [4]. This phe-
nomenon is mentioned in Steve Wozniak’s autobiography, iWoz [5]. He notes 
that the Apple I’s concept of combining a video terminal and a computer in 
one case appeared to be a significant change, but in his mind it was a simple 
decision. He had previously developed a MITS Altair-like  microcomputer [6], 
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but found it limited by its unfriendly switches-and-lights interface. He had also 
developed a video terminal, which was good for communicating with power-
ful computers from a distance. Combining the two was just the next logical  
step [7–9].

So you are not going to suddenly learn Chinese right now, it is why you 
have to keep trying when learning something new or improving proficiency. 
In teaching something to students you have to scaffold them up using con-
cepts and training data and other techniques to build learning.

From the computer science perspective, machine and natural intelligence 
are more-or-less isomorphic corresponding or similar in form and rela-
tions. In terms of search they are identical so basically, in a subject area there 
are different subsets of things we can search over but in terms of making 
computation work, focusing on the fact that there is just intelligence and 
intelligent comes down to these various sets of search problems, it involves 
simultaneously:

• The search for what chain of things to do?
• But also what kind of things are there?
• And what kind of contexts are actually important?

So you are learning a lot different things at the same time but still each of 
those can be single searches. If you are trying to figure out what kinds of 
context are they, you can figure that as a clustering problem of associated 
information. You are trying to search for what is the best cluster, and how 
many clusters are there?

Chess players have actually done one better by using computers to search 
this space. It is not only training themselves with them but they are also 
using them in exploring to pick out patterns that they exploit. The use 
of Deep neural networks have rapidly evolved to the extent that by 2015 
Deep Learning Machine teaching itself Chess in 72 Hours, and later play-
ing at International Master Level. This achievement was a world first with a 
machine that learnt to play chess by evaluating the board rather than using 
brute force to work out every possible move [10].

This can be used elsewhere to discover patterns. Another example was in 
recruitment to process employees with various levels of education. They had 
used machine algorithms, thrown a whole bunch of data at them and come 
up with these categories. An example in 2016 was a company, HiringSolved 
announcing the beta launch of RAI, “the first artificial intelligence assis-
tant for recruiting.” The goal of RAI was sold as a way to free up recruiters 
from the tedium of sourcing candidates [11, 12]. The system uses pattern  
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recognition to profile candidates and while can be used for promoting 
recruitment diversity and removal of human bias it can also raise many 
questions about how such criteria and training data is developed.

Top Down and Bottom up Thinking

The research field in AI has argued against the perceived bottom up 
approach of machine learning mechanistic approach and the lack of top 
done outcome driven thinking. There is still a debate but when you see some 
people producing quite good software as in the case of driverless cars, you 
can’t really say there is no top down thinking at all. Sometimes they are just 
not talking about it; I think one of the really fun things is the European 
Union requiring explainability of some kind. For me they cannot use deep 
learning. There are ways you can use to describe what deep learning does 
probabilistically but it just means they need to stop saying “we don’t know” 
I don’t know to what extent is just deception, they are just saying this to get 
off the hook or it is not having a broad enough education and not realizing 
that they need to know the broader issues involved.

This is all part of the framing question of what is intelligence.
It is interesting when considering the level of intelligence in plants and 

animal compared to humans. You say things are not really “intelligent” 
unless they are like a human but does that not mean that instead of the 
using the term intelligence, just say “like a human”. So I think it is much 
more useful in getting people to understand the real processes involved.

Skills in Coding AI

A key issue is the skills needed to program machine learning. A company 
may develop and release a library of machine learning to help programmers 
develop skills to learn how to be better programmers in AI. Coding is as 
much an art as a science. Most programmers may not have all the skills to 
learn to be great programmers. By crowd sourcing and making things open 
source it is possible to help upskill many average to good programmers.

It is a bit like Bill Joy, a prodigious programming talent and the kind of 
code he produced and the entire team would have struggled but he did it all 
on his own. Joy’s prowess as a computer programmer is legendary, with an 
oft-told anecdote that he wrote the vi editor, the screen text editor for the 
Unix operating system, in a weekend. Joy denies this assertion [13].
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It is like football or art or anything else, some people are just amazing 
programmers, and they are sought out, but they also have to figure out what 
to do with the other 30,000 programmers that are hired and try to help 
them, because they are still way above average programmers so they need to 
figure out how they can be a useful as can be and contributing.

They don’t want you to have to know the math and do all this stuff, they 
just want you to be able to recognize when you call this particular tool just 
like in any other programming pattern.

Ethics of Access to Education to Participate 
in and Benefit from Machine Learning

This does relate to ethical questions about access to education and knowl-
edge to understand machine learning and to be part of it in society. That is 
at the bottom level, at the very top level with management you have issues 
like how will this change the world?

Right now with the collapse of space brought on by the internet, I don’t 
think it is just AI, it is more about communication and technology, they you 
have all the money and power that is connected with the internet and this 
technological transformation in the 4th industrial revolution.

The question is how to equitably distribute that? I think there are going 
to be some huge levels of transnational wealth redistribution, there has to be 
or there is going to be potential intergovernmental disagreements and local 
problems which is also a sort of transnational redistribution.

The challenge for many people is trying to understand something they 
don’t understand.

Objective and Subjective Well-being

One of the things that keeps people out of access to economic wealth and 
health, making them less receptive to different people is the human access 
to education and wealth. It seems jobs are less stable now, what is going on 
with the quality of life when you have all these services that can be auto-
mated through artificial intelligence? One of the things in society is how to 
define ways to divide wealth and access to health and resources. We don’t 
even know to divide, we are not denominating a lot of our transactions 
and money anymore when these are moving into the digital economy. This 
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makes it hard to generate revenue appropriately from this perspective. It 
is hard to say what kind of business that google or Facebook for example 
are doing from a transnational perspective in this regard. These are not just 
objective measures of wellbeing from an income and health perspective but 
also from a subjective wellbeing in terms of quality of life, happiness and a 
life worth living.

These are areas that relates to objective and subjective wellbeing and sev-
eral international and government bodies are still trying to figure out what is 
value and how to measure it. This includes the OECD study on Guidelines 
on Measuring Subjective Well-being and societal progress for diversity and 
fairness of wealth and health distribution [14]. Other research is at the core 
level of the meaning and levels of happiness and fulfilment of meaningful 
human lives [15].

These matters impact on in matters of automation and artificial intelli-
gence both in terms of loss of employment and personal human self-worth 
defined by employment. But it also impacts on the bigger questions of pro-
ductivity and societal well-being in what humans will do as the increase 
in automation changes work and social interaction. Conversely, as artifi-
cial intelligence seeks to mimic and reflect emotion and understanding of 
human values, it also means being able to measure and define what is well-
being and the value of a good life.

Eudaimonia Happiness: An Alternative 
to Hedonic Happiness

Research into wellbeing has questioned hedonic happiness that is based on 
increased pleasure and decreased pain leads to grater happiness for more 
advanced concepts of a life worth living. Eudaimonia happiness looks at 
happiness as based on welfare and human flourishing through virtuous expe-
rience and human good. Eudaimonia stresses that not all desires are worth 
pursuing as, even though some of them may yield pleasure, they would not 
produce wellness.

Underpinning psychological wellbeing is based on ideas of self-actualiza-
tion of personal growth, self-acceptance, autonomy, environmental mastery, 
positive relationships and a meaningful purpose in life [16].

When basic human needs are met and a number of these factors when 
satisfied lead to well-being [17].
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This area can be subjective too. It affects your health and interestingly it 
affects your health from what you think is going on. So if you perceive your-
self as sliding down then you will be less healthy, if you perceive yourself 
as socially dominant than you will be more healthy. When you have good 
access to good information that can make you healthier, it can help you 
make better decisions about clothes to put on during the day, there are all 
kinds of information.

As machines become more prevalent in society these questions in terms 
of the human ethical impact and on these issues will become more pressing.

Modularity and OOD

Machines with use modularity as a way to design multi-component systems 
efficiently. This is an important field in robotics where there are significant 
developed in planning hierarchies for a robot.

A planning hierarchy in robotics is useful in decision automation from 
movement to actions based on sensors and response priorities [18].

Rodney Brookes, Roboticist, was getting people to emphasize modularity, 
minimal representations, decentralized planning. The design was to aim to 
arbitrate so the modules can still be self-contained while at the same time it 
allows you exploit other modules if you want, a principle found in Object 
Oriented Design OOD.

Any autonomous system has to be able manage a set of priorities and that 
it is proactive about pursing those priorities. This can prove difficult when 
considering programming for concurrency for example.

To make this easier I get them to think about how do you set those pri-
orities and how they change in response to the environment and just the 
handle of that, because in natural environments lot of things happen. Most 
Specialized robots today of course only operate in defined constrained and 
known environments.

People just think that AI is just something that programs itself, but actu-
ally it listens to its environment and the idea of how the cybernetic feedback 
and action cycle is being applied. These are important issues in the design of 
machine learning and planning representations that need to become learn-
able action patterns.

Early on we found we could not program everything as predefined. Every 
piece that was in there was highly salient so you couldn’t just machine learn 
away from that without dissipating objectives taking place.
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This was akin to the work by Carl Hewitt, the Computer Scientist who 
created planner programming for automated planning and planning theory 
in actor models. Carl developed an actor model for computation for scalable 
robust systems. An Actor is an entity that can receive and send messages as 
well as create new actors. The Actor Model can be used as a framework for 
modeling, understanding, and reasoning about, a wide range of concurrent 
systems [19]. This precedes much earlier work on an universal modular actor 
formalism developed by Hewitt and team in 1973 that proposes a modular 
Actor architecture and definitional method for artificial intelligence [20].

I am not talking about the actor models in the multi-agent systems and 
simultaneous systems; or each module being an actor. I am really talking 
about setting the priorities of the system as a whole, so setting up its priori-
ties for each of the components of a machine system. It is about that “focus” 
and combinatorics. Each of the components should make an ordinary pro-
graming problem as much as possible because that is what programmers are 
good at. So you try to simplify the modularity of the components as much 
as possible while at the same time let be as powerful as possible.

The people who do automated planning they have to make components 
simple because otherwise the planners can’t plan around them. In the case of 
a web camera, mobile phone or robot we can have a module for face recog-
nition. This can be a component of a larger system that is made up of many 
component modules with an aim to achieve a overall outcome.

Superintelligence or a Humane Future

One extreme of machine automation has been the discussion around the 
emergence of general artificial intelligence and what has been described as 
the rise of superintelligence made famous by notable speakers including and 
Elon Musk, Stephen Hawking and Nick Bostrum.

A central issue of superintelligence by Nick Bostrum’s 2014 book argues 
that if machine brains surpass human brains in general intelligence, then 
this new superintelligence could replace humans as the dominant lifeform 
on Earth. Sufficiently intelligent machines could improve their own capa-
bilities faster than human computer scientists, and the outcome could be an 
existential catastrophe for humans [21].

However my view is that it assumes that every intelligence wants to take 
over the world. The counter view from Bostrum is that a causality similar 
to Darwinian natural selection could mean that the competing resources 



9 Impact of Ethics, Machines and Society on Intelligent Systems     235

may drive the superior intelligence to dominate the inferior intelligence to 
extinction.

What they are really worried about is that some how magically that if you 
have some human capacity you wouldn’t necessarily turn into an ape and 
ape like mothers. It makes no sense.

They think about it but they just assume that is what it means to be intel-
ligent, that as you get more intelligent you get more like us because we are 
the most intelligent thing that there is. It is just wrong. We are talking like 
Lamark and Lamarkism [22].

So we anthropomorphize and infer things. Lamarck was an older version 
of evolution before Darwin. The idea in Lamarkism was that basically the 
things that were evolving the longest were human so that everything was 
starting as little bubbles coming out of the gas of swamps and all of the dif-
ferent plants and animals where at different stages of along the chain of evo-
lution that lead you to humans as god’s apex of evolution.

This is what I mean by Lamarck and in the context of artificial intelli-
gence is that it is growing and coming towards us, and that is wrong, that is 
Lamarck.

“We already have lots of intelligent entities walking the planet, not all of 
them want to take over the world”. It needs to be caveated with what pro-
portion of people have more competitive attitudes rather than just collabora-
tive or just asocial.

In Europe you tend to cultural stereotypes of getting more people who 
are group oriented, they are trying to think about maximizing the common 
good. They punish people who they felt don’t contribute to the group.

Then there are competitive people who are willing to pay a penalty in 
order to make you pay a bigger penalty. You get that more in countries 
with more people and income, the poorer countries and more competitive 
strategies.

People think that humans have this general intelligence and so lets worry 
about this artificial general intelligence. Because its like human intelligence 
but only better. But humans don’t have general intelligence. We do have 
neurons that are in connections with different functions performed on dif-
ferent parts of the brain. Different parts of the brain have totally different 
connectivity, and different structures.

Our brain is modularized too and that is part of the reason why we have 
focus. And we can remember huge number of photographs and you can say 
whether you have seen it before or not but you don’t. But you don’t memo-
rize a phone book. So there is clearly specialized that we can and can’t do.
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In researching this book machine learning expert specialists view superin-
telligence and artificial general intelligence with some skepticism, seeing this 
in the timeframe of 50 years–250 or 300 years in the future. But the matters 
discussed are useful is shedding light on an important societal debate around 
the consequences of machines that can potentially think and learn to inter-
act and profoundly change social and human experience in 4th industrial 
revolution.

Super Human Performance

What is happen now is not superintelligence. There is human intelligence 
and then there is anthropomorphizing artificial intelligence. Then there is 
specialized machine learning or AI which is like the Infineon Rubik cube 
solver who can solve the cube in 0.67 of a second [23].

But that’s not the same as generalized experience, it can only do one thing 
super humanly fast.

It is super human performance, which is specialist advanced machine 
intelligence that can work way much faster that any human could ever do. 
You cannot run the 100 meters with ten Husain Bolts in 1 second!

There are things happening now that are fundamentally going to change 
the competitive landscape of jobs by machines that no human could do.

This has been true since they invented tools for thousands of years, I think 
the main thing that is changing is the rate of change. Calculators can already 
do arithmetic faster than any human. The rate of change is increasing in gain-
ing these capacities which are clearly super human in ways we did not expect.

Yes the google saving energy is good, I heard examples in the 1990s of 
back propagation saving energy so its not new but because its google it gets 
publicity.

But this is an escalation of specialist machine intelligence surely that in 
previous decades was not possible.

That is the thing about specialism, the more combinatory ideas of where 
you can apply things and solving different kinds of problems.

I really think that the big problems are social, one of the areas I research 
is trying to find out what it is to be human? what are ethics about? What 
aesthetics are about? Assuming we can do all this sort of things, what is it we 
want to do?

A lot of people are already confronting this.
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Living like its 1915 the Great Depression 
and Impact of Technology

If you wanted to live at the standard of living of people from 1915, you only 
have to work 17 weeks a year in 2017. I have actually known people like 
that. I knew a guy who grew Christmas trees and he literally only worked 
two months a year. He had a Cabin in Michigan, he had friends, he loved 
his life, he was married but hey separated because his wife couldn’t stand it. 
But he still was happy and had a life.

You can make that kind of decision and some people just don’t.
I really think what we need now is a revolution in governance because we 

have to deal with this. Every time we get this new technology, we get this 
mess of wealth and inequality, then you get the social disruption and ulti-
mately you get a new type of government. We need to do this with as least 
damage and pain as possible.

But how much do we really need this adjustment?, how much does it 
affect most people’s lives really? A lot of people just like working for each 
other, they already are selling peas, painting walls; my Great Grandfather 
was a painter, that’s the kind of thing we could be doing by we aren’t.

Have you read, The road to Wigan Pier By George Orwell published in 
1937? It is a series of essays that really gives you a picture of what its is like 
to be living at that time. It is a searing account of the author’s observations 
of bleak living conditions of working-class life in the industrial heartlands of 
Yorkshire and Lancashire in the 1930s before World War II. It talks about 
the poor living and work conditions and grinding poverty before delivering 
a long meditation on creating a fairer society.

One of the things he talks about is what a game changer that “we can buy 
clothes off a rack”. So up until about 1920, if you think about this, for thou-
sands of years until about 1920, how you dressed really signaled a lot about 
how much money you had, it was a social queue. You could not have clean 
cloths every week because cloths took forever to assemble.

A lot of the time that people where making these cloths was just for their 
own family. My mother did this, I grew up wearing clothes that I wore until 
I was older and outgrew them.

With the rise of machine production including automated weaving and 
production of clothings, there was a shift in the quality of life. George 
Orwell spoke about these changes and is illustrative of the kind of indus-
trial revolution transformation that technology brought in that era, brought 
starkly to life in The road to Wigan Pier.
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The 4th Industrial Revolution Change is 
Different

The 4th Industrial Revolution highlights changes that are fusing technol-
ogy, social, biology and environmental issues. Climate change for exam-
ple is an existential risk. In other areas the use of bioengineering medical 
advances for disease treatments to automated self-driving cars are changing 
the basis and impact beyond human mechanical efficiencies to new ways to 
change how resources and energy are consumed to living processes and food 
management.

The dimensions of these issues are moving from the human scale of auto-
mation to impacts on whole transport and cities to global concerns that 
could. While some may generate greater good of health and wellbeing, oth-
ers are clearly existential threats from over consumption of resources to car-
bon and other pollutants that affect everyone. These are wicked problems 
in that today’s technology and social organizations may not be capable of 
solving these challenges. If the rate of change is also increasing then how 
can these be resolved will require radical solutions and reimagination of how 
technology and the awareness to be aware, sense, measure the true situation 
and respond may require machine intelligence and AI.

We have big problems, the sustainable population, how to maintain indi-
vidual and population security. I had this on my personal webpage since 
the 90s but now everyone is talking about it. And another is why would 
you build Artificial Intelligence if there is the smallest chance it might take 
over the world? which I don’t actually think it will. But even if there was 
the smallest chance the point is we have these other things that are big-
ger threats, we know are coming, and we have to handle. The thing about 
human beings is that they are capable of such bad things. There has defi-
nitely been some really bad things such as human trafficking and Syria and 
throughout the history of humankind. But by a march we are also unbeliev-
ably successful and we are incredibly pro-social and we create change at a 
huge scale. It is inconceivable but we are changing the biomass of the entire 
planet by our own action and the animals we eat.

I think Nick Bostrom is right logically about the super intelligence, but it 
is wrong to think that that alone can give motive for artificial Intelligence. 
What actually is being described is a perfect description of human culture 
since we had writing about 2000 years ago. You just get this unbelievable 
increase in the number of human population and then this leads to domina-
tion. We are just talking about the same thing.
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These are clearly not trivial problems, but if we have unlimited energy 
we will be ok or if we hold global warming to some level. The fundamen-
tal thing is that we cannot have the average population increase anymore. I 
hope we will all stay healthy. That is a huge change, everyone knows people 
who have large families, that is a huge shift if you are talking about how to 
keep the population stable or even declining so that we have more space to 
maintain biodiversity. This is incredible.

Transparency and Accountability for Liability 
in AI and the Legal Status of Robots

We were talking about the fact that people can use deception on each other 
and that they can exploit the fact that people are obsessed with this concept 
of AI and they can do that to get funding from Billionaire tech leader for 
their university institute. They can also do that to try to get out of regula-
tions and regulatory obligations.

There was this idea that you make robots into legal person’s and then you 
tax them and the proletariat working class people will love it because it they 
would consider it as actually my job that is being cut.

The European parliament legal affairs committee in 2016 developed draft 
legislation ideas that considered the status of robots and AI as “electronic 
persons” and voluntary code of ethical conduct for owners in the regulate 
who would be accountable for the social, environmental and human health 
impacts of robotics and ensure that they operate in accordance with legal, 
safety and ethical standards [24]. This would also make changes to the taxa-
tion and social systems for robotics to underpin changings from automation 
and the basis of taxation generation [25].

But actually the point was they wanted to turn them into electronic per-
sons who make their own money and hold their own liability and that is just 
nuts. It is basically wrong.

You have created an artifact and you are entirely responsible for that. So 
understanding the notion of good justice and obligations, there is already 
an issue here because companies are legal entities they are covered by bank-
ruptcy which makes sense for legal persons or entities, for actual persons. 
But for a company that allows them create shell companies and then to dis-
place liabilities, that is already a problem. If you can create basically a shell 
company that does really have any people in it then the notions of corpo-
rate ethical legality goes put the window. There is no recourse and justice to 
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penalize that. You raise a Tax code, I will write a robot code to evade it is not 
like people where you actually count them. So we can build ways to evade 
tax codes and the same goes for liabilities such as the shell companies.

Less extreme than that is algorithms so people claiming that there they 
have no liability or transparency because the solution is in the “system”. This 
is not true, you can explain exactly why the system did what it did. It doesn’t 
mean you can say which part the program did it; we don’t care about that, 
any more if you kill someone and say which neuron it was. You can under-
stand how the system is trained. We can ask when was the system version 
released?, What was the process you used by which you decided it was valid? 
Those are the kind of things that install explanation. There are lots of differ-
ent kinds of explanation and it is important to get people to understand that 
it is not only an obligation and not to allow engineers this wiggle room to 
try to get out this.

In order to do this there also needs to be some visibility in the way to see 
what these things are doing. It is not just the outcome obligations but it is 
also being able to trace and see what is going on and is there an issue.

It depends of what level of explanation you require and what is wanted. 
You can still make very transparent what the protocol was by which the 
system was trained, and by which version it was released and given that 
authority. But also in trade-offs, it is exactly like environmental protection. 
Sometimes if you make the effort to go out and make a more explainable 
system, a more transparent system, you actually end up with a better system 
because design is benefited by transparency as well.

AI and Ethics Policy Design

If you are trying to understand the impact and changes of AI you are actu-
ally talking about ethics as well. Ethics is the means by which society with be 
held together into the larger social ecosystem.

The principles and that is why it is actually a continuum, it is part of eth-
ics across the social framework.

There are different types of ethics. We have ethics that we don’t even think 
about, we don’t even know, from social norms to areas we never go into 
such as personal space and racial terms. Then we have things that we learn 
through religion or social communitization. But then we have things that 
are constantly modifying such as decisions around crime and punishment to 
decisions around education, economic taxation and distribution of decision 
making.
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IEEE have a global international initiative for ethical considerations in 
Artificial Intelligence and Autonomous Systems [26]. It is currently explor-
ing the topic for new standards and solutions, certifications and codes of 
conduct, and consensus building for ethical implementation of intelligent 
technologies.

A first document has been published in open forum on ethically aligned 
design. This defines Ethically Aligned Design EAD as a vision for prioritiz-
ing human Wellbeing with artificial intelligence and autonomous systems 
represents the collective input of over one hundred global thought leaders 
from academia, science, government and corporate sectors in the fields of 
Artificial Intelligence, ethics, philosophy, and policy.

Concepts in the first report and explored by the IEEE imitative include

• General principles
• Embedding values into autonomous intelligent systems (AIS)
• Methodologies to Guide Ethical Research and Design
• Safety and Beneficence of Artificial General Intelligence (AGI) and 

Artificial Superintelligence (ASI)
• Personal Data and Individual Access Control
• Reframing Autonomous Weapons Systems
• Economics/Humanitarian Issues
• Law

The scope of recent publications in this field investigated by the IEEE global 
Ethics in AI and AS (Autonomous Systems) initiative include code of ethics 
for human-robot interactions to prevent abuse, physical and mental through 
the use of artificial agents on other humans; the impact of racism and cul-
tural consequences enacted through automata; personal privacy impact 
online; to protection and safeguards for vulnerable population, disabilities 
and mental care.

Moral decision making is a central part that is often debated with autono-
mous cars but can apply to any situation where human life may be threaten 
directly or indirectly from the proximity and action of autonomous intelli-
gent systems (AIS). This includes the enforcement, moral emotions, dignity, 
trust and deception scenarios that may occur with the use and presence of 
AIS based systems.

A similar expansive investigation described in a report by Stanford 
University September 2016 entitled “The hundred year study on Artificial 
Intelligence and life in 2030”, is a long term investigation into the field of 
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Artificial Intelligence (AI) and its influences on people, their communi-
ties, and society. It considers the science, engineering, and deployment of 
AI-enabled computing systems [27].

The Stanford report states that Society is now at a crucial juncture 
in determining how to deploy AI-based technologies in ways that pro-
mote rather than hinder democratic values such as freedom, equality, and 
transparency.

In the world of business systems and business strategy that is putting 
together a kind of cogent approach such as in innovation to standards devel-
opment in industry. It is about practical changes in how we need to under-
stand these new technologies and new business models and consequences.

Summary

A dystopian vision could be that one of the real fears is a polarization of 
different ideas challenged by the impact of AI on society. For example, the 
promotion of preferential treatment of one group over another or why com-
panies are looking for the one in a million great programmers. Others seek-
ing good education access for everyone, good nutrition, open borders and all 
the liberal ideals. If it got to the point where we could just program things 
to influence and control sections of society just from AI then that would be 
disaster.

I don’t see that as long term stable though, you need to have a reason-
ably large society, maybe not 9 billion people, but you need diversity which 
requires liberalism, It is actually something that biology calls the funda-
mental things of evolution. The amount of diversity determines the rate of 
change and I think that is part of why people are afraid of immigration for 
example because change is hard. If you don’t have diversity you atrophy but 
if you do too little diversity you become fragile, you can not adapt. The uni-
verse does not hold still. You need diversity, you need more agility.

It could be the homogenizing effect of machine learning or the mass 
1-0-1 for individual personalization. There are many things to play for and 
many aspects of legislation and governance still being explored and written.

Machine automation and Artificial Intelligence will change decision mak-
ing in many ways from how work and human productivity will work to 
replaces or assisted to fundamentally new industries and experiences. How 
the transparency, privacy and ethical questions will be resolved will continue 
as necessary changes as this artificial intelligence becomes entangled with our 
own experiences, life choices and very biological and environmental wellbeing.
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What just a few decades ago would have been fantastical dreams and pure 
science fiction are either already with us or on the cognitive horizon of the 
current and next living generation lifetime.

What will the future hold for the next decades and our children? Artificial 
Intelligence is that Pandora’s box that has already opened and will never 
be the same as we enter a new post-industrial revolution that will redefine 
and be critical to the very survival of an increasing resource constrained and 
interconnected world.
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Introduction

I attended the International petroleum week conference in London in last 
January 2017. It’s the first international conference with oil companies I have 
seen where they have been taking climate change seriously. They had previ-
ously been paying lip service to it, but now almost as a kind of existential threat 
in realizing business-as-usual is the one thing they wouldn’t face. The energy  
resource and price discussion is now “lower for longer” in terms of the oil 
price, and even the discussion of “lower forever”. We are in an “age of fossil fuel 
abundance”, and what is in scarcity of supply in the future is now the opportu-
nity to combust fossil fuels because of the concern about carbon.

The most immediate consequences are changes in two driving forces, 
one is “post Paris” and the sense that policy makers and politicians finally, 
despite Donald Trump, are taking climate change seriously. The other is the 
impact of unconventional oil and gas which has created this sense of abun-
dance rather than scarcity, coupled with the realization that there are lots of 
conventional hydrocarbons available even in a world of 50 US Dollars a bar-
rel. What they confront is a situation where there is going to be a lower price 
and there are longer term and medium term concerns about demand. The 
result is the immediate focus on cost and driving down operating cost to 
survive in a world of 50 US Dollars a barrel. This is primarily a concern for 
international oil companies because they do not have access to the low cost, 
low hanging fruit of the oil fields of the middle east. They tend to be left 
with the more expensive, technologically challenging, off shore issues.
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It looks like this has finally become part of their risk management process 
and have been flagged up on a risk targets as needing to be addressed. This 
has been described within a larger context of what is called the global energy 
trilemma seeking to combine security of energy supply, affordability while 
protection the environment sustainably [1, 2].

When will Global Oil Demand Peak?

The cost per barrel is one of the key performance indicators, the way that 
it was not before. In the past it was all about replacing reserves produc-
tion ratio, and in a world of 100 US Dollars a barrel, which incidentally is 
not that long ago, they were really trying to gain access to regional reserves 
regardless of cost. I think there has been a realization in international oil 
companies that they have to think about how they can make money and be 
profitable in a world where we have 50 or 60 US Dollars a barrel? Which 
historically is high but it is not high enough for the kind of end of “easy 
oil” scenarios that the international oil companies face. In fact digitization 
is part of the process for driving down cost but equally so is standardiza-
tion where they are trying to stop the oil field service companies constantly 
coming up with bespoke solutions that cost more. And this notion of co-
operition that in a national setting it pays to cooperate with your competi-
tors to drive down costs so that you all benefit, even though at one level you 
are in competition. There are lots of things happening realizing that if you 
think of this traditionally, it is just another business cycle and we go through 
phases of up and down. But then there is this notion that it is the end of 
the resource super-cycle and for example what we see in China is a moving 
away from a materials-energy intensive economic model of development in 
China which fueled the super-cycle over the last fifteen, twenty years. This is 
a cyclical process but at the end there is a short-term story that is saying that 
because of the massive reductions in investment being made now there will 
be a tighten of the mater in the early twenty twenties because demand will 
continue to grow. There may be a period of relief in the early 2020’s with 
high prices that may turn out to be a false signal in that the sense that now, 
what makes it different is that there is this structural destruction of demand 
between now and 2050 and beyond. That must be an inevitable consequence 
of climate change policy. The debate is all about when will global oil demand 
peak? The company Royal Dutch Shell have talked about the peaking hap-
pening in the 2020s others 2030s, 2040s, but the point is the conversation 
has now changed. Not to “will it?” to “when will it?”. If you look at the vari-



10 Impact of Population, Water, Energy and Climate Change on …     247

ous scenarios and exercises that are going on currently on an annual basis, BP 
for example in their 20–30 forecast admitted for the first time that someone’s 
assets are going to get stranded. There has also been a big debate around the 
speed of uptake of electric cars. Some of the things you are looking at else-
where in the 4th Industrial Revolution are part of the existential threats to 
the business model of fossil fuel industries because they will have the impact 
of reducing demand. It is not just electric car, it is also the growing efficiency 
of the internal combustion engine, and also car sharing. There will be fewer 
cars of the road and those car consuming less oil or no oil has an impact on 
the demand for oil.

Accelerating Demand Destruction

What is interesting is that the various scenarios show that while there is a 
decline in the transportation sector for oil which represents about 20% of 
global demand, there is also a prediction for growing demand in petrochem-
icals. Oil is a feed stock and natural gas is a feed stock which may be aligned 
with the notion of the 4th Industrial Revolution and the kind of products 
that are being produced, and that we tend to forget that hydrocarbons are 
also a raw material for industrial production. BP have a story line that says 
the two can essentially cancel each other out the loss of demand in transpor-
tation maybe countered by the growth in demand for petrochemicals, but 
that remains to be seen. Certainly the International Energy Agency (IEA) 
[3] narrative at the moment is what I call “mind the gap” because by 2050 
we are not going to want anywhere near the amount of fossil fuels that we 
use today, but in the 2020s we are still going to need a lot and the con-
sequence of saying we must stop investing and divesting in fossil fuels is 
that we will face a crunch in the 2020s. You can therefore have the scenario 
of the short-term crunch that may actually accelerate demand destruction 
because higher prices for fossil fuels may drive people away, and may make 
electric cars for example more attractive. The problem is low fossil fuel prices 
have an impact on the cost of renewables and alternative energy.

The other thing to understand from a very practical issue is that the oil 
and gas industry is a long-term business with large upfront capital costs, so 
the decision that are made in the 2020s are still paying off in the 2050s and 
certainly in the 2040s. You cannot future proof the fields you are develop-
ing. It requires having to think very hard about the world of 2040 and 2050 
it terms of what will be the price? What will be the level of demand? Where 
we are making sufficient money on our investments?
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Learning How to Move to New Low Carbon 
Economy Technologies

A theme we have observed in the 4th Industrial revolution has been the 
setting up of sites to establish new ways of working. This is from exemplar 
hospital to trial new patient care digital systems; candidate smart cities to 
develop showcase technology to the digital energy grid to pilot whole energy 
and cross vector technology to combine power, gas and try out new forms 
of energy. The reason they are doing this is to try to learn how to integrate 
these new technologies together.

It is not straight forward. If you look at the gas networks in the national 
grid in the UK, and the incumbents seeking to protect their assets. The 
actual reason they may want to see hydrogen as a fuel on the agenda is 
because hydrogen sustains the demand for natural gas. It also enables to 
repurpose at the local scale the gas distribution network. That industry has 
been going through a process for many years, replacing the metal pipes 
with plastic pipes because cannot use hydrogen in metal pipes. The route to 
hydrogen, the H21 initiative for example [4] is about sustaining demand. 
We have done some work at the UK Energy Research Center (UKERC) [5] 
looking at the future role of gas in the UK and there is a future that is com-
patible with our climate change targets, by in which gas is used as a raw 
material to produce hydrogen but you need to also have carbon capture and 
storage (CCS) [6] for this to work. So there are key enabling technologies 
without which it will not work. There you can take a step back because the 
UK government scrapped its funding for CCS a couple of years ago. This 
has consequences because the production process for hydrogen involves 
stream reforming or partial oxidation from methane that also produces 
large amounts of carbon dioxide [7]. If you cannot remove that this will not 
work. There is also a energy penalty, it is costly. None of these things are 
cheaper than the incumbents (Table 10.1).

I think this whole idea of what the future energy system looks like and 
the energy geography particularly in how it fits together is important.

We do have this process of rescaling going on today where we are mov-
ing away from a system which has got relatively small number of centralized 
points of generation when it comes to electricity. There is only ten or eleven 
points of access into the national transmission system in the UK now for 
Gas. If you think about what wind turbines have done to the grid you have 
thousands of points of generation which previously you did not have. What 
we are rescaling, regionalizing is that you end up with a patchwork. You may 
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have a national transmission system for methane natural gas, which is actu-
ally supporting in some areas the existing system but in others it is facilitat-
ing hydrogen because the regional economy is hydrogen based.

You have got to factor in all these other things and to ask what are the 
key facilitating technologies? What are the likely black swans (disrup-
tive events that are difficult to predict)? Cheap energy electricity stor-
age can completely change the world. The recent example of Tesla and its 
Powerwall battery are just the beginning. Tesla are having problems with 
their Powerwall’s at the moment. The company discontinued its larger 
10-kilowatt-hour Powerwall but kept the smaller 6.4 kWh in production. 
The larger Powerwall was intended for protection during power failures, 
uses nickel-cobalt chemistry, and is good for about 500 cycles. The smaller 
Powerwall is intended for solar power time-shifting, uses nickel-manganese, 
and can be cycled 5000 times. The numbers just didn’t add up, 10 kWh 
Powerwall cost installers $3500, and to that you added the price of a power 
inverter, transfer switch, and a significant amount of wiring. The average 
American home uses about 30 kWh of energy daily, making this an eight-
hour battery when the utility company power fails. Even scaling back to 
just the essentials—no air conditioning, no electric stove, maybe no electric 
hair dryer—you’d get maybe two days of runtime. Alternatives such as nat-
ural gas or propane generator could provide 7–22 kWh and work for days 
and overall total costs where 60% cheaper than a 10 kWh battery backup 
generator [8].

We will perhaps look back in fifteen years that this was like a “Sony 
Betamax”, that was not the answer! I have this thing the size of a book on 
the wall that got all this storage. If that happens, then all bets are off about 
what happens to the oil companies for example. Suddenly all that capacity 

Table 10.1 Hydrogen production: Steam-Methane reforming and partial oxidation

Hydrogen production

Steam-Methane reforming
Steam-methane reforming reaction
CH4 + H2O (+ heat) → CO + 3H2
Water-gas shift reaction
CO + H2O → CO2 + H2 (+ small amount of heat)
Partial oxidation
Partial oxidation of methane reaction
CH4 + ½O2 → CO + 2H2 (+ heat)
Water-gas shift reaction

CO + H2O → CO2 + H2 (+ small amount of heat)
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can be stored. They have to worry about potentially threats out there to their 
demand. We all know the storage issue is critical, and if we solve storage 
then everything changes. It also changes the situation in terms of electric 
vehicles and the cost of storage and the range of the vehicle, all those things 
are coming along rapidly.

The Shape of Future Energy Systems in the 4th 
Industrial Revolution

In the 4th Industrial revolution there are a number of cross-cutting concerns 
of which this whole area of climate change is clearly one of them. In the 
field of energy and resources it is difficult to see where to focus on, do coun-
tries and geographies invest on a range of energies or develop a few key tech-
nologies? There are significant changes in the sources of energy and resources 
in the coming twenty thirty years. Digitization and artificial intelligence will 
play a key role in this. Artificial intelligence is now being used to optimize 
for example the energy consumption and management in data centers. Data 
centers are also huge consumers of energy and they are a relatively new con-
sumer of energy.

A lot of these technologies have impacts on energy demand. But one of 
the things that is also happening is that people are thinking more in terms 
of becoming energy service companies, particularly down stream and in the 
mid stream. For example, the engineering companies GE and Siemens are 
looking at this perspective. We consume energy services, we do not consume 
the primary energy, we do not even know for a light bulb the electricity pro-
viding that light can come from any given number of sources. Two weeks 
ago we have a whole 24 hour day where there was no coal fire generation 
throughout the UK. representing the first coal-free day since the 1880s and 
the early industrial revolution [9]. By 2025 the government is saying there 
will be no coal fire in the UK but it looks like it will be gone well before that 
date. The potential spanner is Brexit but the market will push this, not what 
the government says.

Things are happening more quickly than expected. This is true also in the 
energy sphere around these questions of energy services and renewables and 
the rescaling of the energy system. Al of this is part of the 4th industrial rev-
olution. In green growth in a low carbon future are part of the 4th industrial 
revolution story. If you align green growth, low carbon transition as a key 



10 Impact of Population, Water, Energy and Climate Change on …     251

element to the 4th industrial revolution because one of the important issues 
the 4th industrial revolution must address is climate change.

Food-Energy-Water-Climate Paradox

Looking at the Food-Energy-Water-Climate paradox that was been devel-
oped by the it seems that water supply could be the big problem issue by 
2030 with several regions around the world. It is this convergence of how 
energy and resources are interdependent as well.

The energy system is of course very water intensive. Unconventional gas 
generation, such as shale, tends to be the one people target, but actually all 
forms of energy production use a lot of water.

1. Global Energy demand increase 50% by 2030 (International Energy 
Agency IEA) [10].

2. Global Water demand increase 30% by 2030 (United Nations World 
Water Assessment Program, UN Educational, Scientific, and cultural 
Organization UNESCO WWDR4 Report [11] and Global Food Policy 
Report 2016, International Food Policy Research Institute IFPRI [12].

3. Global Food demand increase 50% by 2030 (Food and Agriculture 
Organizations of the United Nations FAO) [13, 14].

From a business perspective what needs to be done to plan for this impact? 
Today it appears to be over the horizon but all of this is connected.

But we are beginning to look at production and consumption. We are 
starting now to be worried about the amount of carbon related to our con-
sumption pattern. This is a whole move away from a world where we saying 
how much carbon is produced in my country, to saying lets look at the car-
bon consequences of consumption of my country. This is because we know 
what we have done in developing countries is off shored a lot of our car-
bon and energy intensive products, they are traveling in some cases thou-
sands of miles coming from China and elsewhere. As a result when we look 
at our territorial production and say “oh look our carbon emissions have 
gone down” but in reality, in consumption terms, they have gone up. At a 
planetary level they continue to rise. This same notion of looking not at the 
carbon intensive but the water intensity of production is part of the total 
debate.

If you go to the supermarket today, you are expecting throughout the 
year to be able to buy certain products such as strawberries and greens. 
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But they are being produced elsewhere in the world in a fashion that is not 
only energy and carbon intensive but also water intensive. So we are begin-
ning to understand the consequences of “embedded water” in the goods we 
consume.

Part of this is about coming to terms with the ecological consequences of 
globalization. Which has meant that we have these global production sys-
tems where far flung places have increased their energy and water consump-
tion to supply us with asparagus from Peru in the depths of winter. Do we 
really need it? Does it taste as good?

This then feeds into the food security issue, not our food security. You 
could say our food security is generating insecurity in the places where this 
food is being produced. In the economies where this is being produced, for 
example Kenya, it is impacting because a lot of production of food there is 
not for the local economy. A lot of the water and energy being consumed is 
not for the benefit of the local economy.

I would say one of the ways of looking at this is through the whole pro-
cess of globalization and the extended supply chains that we now have 
that feed the advanced world. As the middleclass grows globally, that pro-
cess intensifies. For example, the impact of meat consumption in China 
has global impact because the Chinese are buying up large parts of Latin 
America. This is the same in terms of looking at energy trilemma [2], glo-
balization is the missing link. What tends to happen is we have taken glo-
balization for granted. It is just the way the world is. But we don’t think 
about the critical consequences of that. In fact much of the 4th Industrial 
revolution is not just a rescaling but potentially a re-localization. It is an 
understanding that the consequences of our extended supply chain are not 
ecologically sustainable. They are not good for many of these nations that 
have export economies.

OECD are working on research into well-being [15] and in particular 
subjective well-being and the lack of measures to track how this is chang-
ing. The problem with human attention span and spatial awareness is that 
you cannot see this impact until it affects the supply chain or government. 
The objective pursuit of material wealth of the earlier industrial revolutions 
is now impacting climate, resources and jobs and changing the quality of 
life. Longer term with the projection of population growth project in the 
order of 8 or 9 billion by 2050 this is only going to impact further. Nearer 
term the work such as the well-being research by the OECD are seeking was 
to measure this change and impact on well-being over time and how we are 
going to redress this issue. This is the shift from objective to subjective well-
being that will become increasingly critical with both climate change and 
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artificial intelligence impacting jobs and its potential to address these change 
as well.

Climate change is the context in which this is happening. As the climate 
changes the stresses on the planetary and local scale systems are even greater. 
If you think globalization is ecologically unsustainable today, as the world 
warms it becomes even less sustainable. This is because areas of food produc-
tion shifts and the availability of water changes. I think Global warming is 
really a misnomer, it is really climate change, because in large parts of the 
world it will not necessarily alter things immediately. Warming will be hap-
pening but it will be the expression of that through the change in climate 
will be some what different. We are certain that the areas of food production 
will shift and areas of water stress will increase. The military for example are 
interested in planning scenarios for areas of future conflict as they see cli-
mate change as a threat escalator. In world of changing climate and global 
warming, conflict over water in the middle east becomes far more significant 
that worrying about oil. Availability of food, problems of supplying basic 
nutrition to parts of the world potentially increases the level of inequality, 
so the world becomes far more inequitable than it is already. We know that 
as we have a world where there are more extreme climate events and more 
natural hazards, the least well off are the ones who are least capable of deal-
ing with them. But we also know from climate modeling that those parts of 
the world most likely to be affected are the least well off parts of the world. 
We can sit in our comfortable middle class homes in the UK, US, Europe or 
elsewhere and feel relatively isolated, but one of the things I say to students 
is “you need to understand the consequences of your consumption” when 
they say “what can we do about it?” I say “You live in a taken for granted 
globalized world”, “Just look what you consume?”. Try to align the 4th 
industrial revolution with some sense of sustainability because it needs to be 
a world that ultimately more sustainable than the world today.

Population Paradox

The growth of human population and the increasing demand for food, 
energy, water and its impact on climate and well-being of the environment. 
There is only one planet and infinite resources that must met this increas-
ing demand. Yet there are paradoxes within this of both aging and increased 
longevity yet falling population in some advanced economies of Europe, 
Japan and America while growth in Africa and Asian regions. This presents 
complex challenges of attributing responsibilities and causes to regions and 



254     M. Skilton and F. Hovsepian

countries that have different levels of wealth, population energy and food 
demands. Predictions of population changes have a wide margin, the lowest 
UN population projections indicate only the possibility of a fall to 5.5 bil-
lion by 2100, the highest is 14 billion and medium 9 billion [16].

Studies on the total planet resources and the rate of consumption that can 
replaced currently forecasts we are consuming 1.6 “earths” resources and we 
“overshot” in 2016 on August 8, six days earlier than the previous year, as 
estimated by the Global Footprint Network [17]. The GFN estimates that 
human consumption first began to exceed the Earth’s capacity in the early 
1970s, the issue is this situation cannot be sustainable in the long-run [18].

We are Fast Reaching the Limits to Planetary 
Resource Growth

If we want to protect the physical world we love we have to consider the 
policies and behavior in the physical and virtual connected worlds that 
could impact both worlds. Climate change are truly new challenges, we have 
to think globally to be able to make the living locally sustainable, that is a 
paradox.

It is a selective process, an asymmetrical process in the sense that informa-
tion will not be globalized. Even if there are food riots and water shortages, 
we will know about them 24-7. In a sense the world monitors itself in a way 
that it never used to. This morning I saw a report about space satellites that 
can now count the number of albatrosses on a rock in remote islands in the 
middle of the Pacific Ocean [19].

There is a level of global surveillance about what is going on which means 
as things start to happen we potentially could detect this in real time. There 
are already many examples of extreme weather events, that causality is not 
clear, but how many more do you need before action will be taken? We see 
changes in the timing of spring season already, all sorts of things telling us 
that the climate is changing.

Of course, the climate change deniers will say “there are always changes” 
but again it comes back to the pace and consequence.

From the 4th industrial revolution perspective if you think back to the 1st 
industrial revolution it laid the seeds for a totally ecologically unsustainable 
system.
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It is about limits to growth, in some ways it is not a question of timing, it 
is not the climate change models where wrong, it was the timing wasn’t right 
for the population to see the causality for themselves.

We have got to the point where the current planetary system is fast reach-
ing its limits to growth.

The only way forward is a 4th industrial revolution but it has to address 
these ecological challenges.

Part of this is the low-carbon-energy transition but it is also coming to 
terms with things like the energy-food-water mix through which we are sat-
isfying our demands and consumption in ways which are completely sus-
tainable moving forward.

If we have 8 or 9 billion people on the planet by 2050 matters greatly, 
more mouths to feed, more people consuming energy. We know from geog-
raphy that the population growth is in the parts of the world that are most 
affected. India will soon pass China in terms of the most populous state, but 
actually if you look at the population projections, sub Saharan Africa is the 
area where there will be the most rapid population growth between now and 
2050, which is the part of the world least able to cope.

But we are not planning for things that are even in the short term, in my 
view 2050 is not long term.

It comes back to my point about investment cycles and 2050. Companies 
are making decisions now about infrastructure, even if you look at 2035, 
2040 which is the endpoint for many projections and scenarios at the 
moment, that is not that far away.

We have significant challenges ahead if you see the disconnect between 
what the climate change scenarios are telling us what we need to do, even 
if you take the IEA 450 scenario for world energy demand outlook versus 
where the Paris agreement takes us.

• The IEA 450 Scenario assumes that different groups of countries adopt 
binding economy-wide emissions targets in successive steps, reflect-
ing their different stages of economic development and their respective 
responsibility for past emissions [20, 21].

• The Paris Agreement’s central aim is to strengthen the global response to 
the threat of climate change by keeping a global temperature rise this cen-
tury well below 2°C above pre-industrial levels and to pursue efforts to 
limit the temperature increase even further to 1.5°C [22].
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Climate Change

Climate change is the paradox of forecasting greenhouse gas emissions 
impact and social and political impacts. The Intergovernmental Panel on 
Climate Change (IPCC) reports provide guidance into greenhouse gas 
(GHG) emissions that include Carbon Dioxide, Methane, Nitrous Oxide, 
Tropospheric ozone and chlorofluorocarbons, Halons and other Carbon 
and Sulfur compounds and global temperature change. Carbon Dioxide is 
by far the highest impact of GHG at 60% of radiative effect Wm2 (Watts 
per Meter Squared) and Methane 20% [23]. Since the Industry Revolution 
from the year 1750 atmospheric concentrations of Carbon Dioxide have 
increased by 40% [24]. Projections from analysis of trapped gases in glacial 
waters going back 800,000 years paleoclimate record reveal the current cli-
matic warming is occurring much more rapidly than past warming events. 
The data also suggest that global temperature is warmer now than it has 
been in the past 1000 years, and possibly longer. As the Earth moved out 
of ice ages over the past million years, the global temperature rose a total 
of 4–7°C over about 5000 years. In the past century alone, the temperature 
has climbed 0.7°C, roughly ten times faster than the average rate of ice-age-
recovery warming. Two-thirds of the warming has occurred since 1975, at 
a rate of roughly 0.15–0.20°C per decade [25]. The rate at which surface 
temperatures go up is not proportional to the rate of CO2 emissions, but to 
the total amount of atmospheric CO2 added since the start of the industrial 
revolution [26].

IPCC AR5 2013 Report Projections forward to 2100 for global tempera-
ture rise from natural and anthropogenic activity of environmental pollution 
and pollutants originating from human activity. These scenarios forecast a 
mean temperature rise of between two and 6°C by the year 2100 and an 
average of 3–4°C [27, 28]. In 2016 global temperature peaked at 1.38°C 
above levels experienced in the 19th century, close to the 1.5°C limit agreed 
in the COP21 UN climate change conference in Paris in December 2015 
[29]. July 2016 was the warmest month since modern record keeping began 
in 1880, with each month since October 2015 setting a new high mark for 
heat [30].

The scenario of a four degree increase in global temperature as higher case 
scenario outcome would result in most regions in the world seeing up to 
70% reduction in water availability through loss of natural run off processes 
including around 50% reduction in glaciers. A similar impact of 40% fall 
in maize and wheat crop yields and 30% fall in rice yields. Marine ecosys-



10 Impact of Population, Water, Energy and Climate Change on …     257

tems would be impact by ocean acidification from increases sea temperatures 
reducing stocks for fisheries and consequential impact on employment and 
coastal communities. The 60% probability of the Greenland ice sheet melt-
ing could contribute in the long term to a seven meter global increase in 
sea level. Estimates of sea level rises of half to one meter would significantly 
impact populations of 150 million in Asia, Africa, Caribbean and Pacific 
island regions [31].

Mind the Gap

The United Nations Environment UNEP produces an annual report called 
the “emissions gap” [32] which looks at the difference between where we 
are and where we need to go. Of course the emissions gap is growing and 
the later we leave it the steeper the cliff. The 2016 UNEP report already 
said that there was only three years to save the 1.5°C climate rise target by 
2030 and that the long-term objectives of the Paris Agreement require even 
stronger actions than previously identified, calling for accelerated efforts 
pre-2020, as well as increasing the ambition of the Nationally Determined 
Contributions.

This is one of Lord Stern’s arguments in the 2006 UK Government report 
on the economics of climate change and that early action is one of the most 
cost effective things that can be done [33]. Its doesn’t help we have the likes 
of Donald Trump in the White House at the moment. But moving on, what 
is interesting is that China’s response to Trump is not to let us off the hook 
because those in the White House have decided not to believe in climate 
change. Examples like China now wish to occupy the moral high ground and 
are doing that because their number one concern is actually urban air popu-
lation as a co-benefit is the reduction of carbon emissions. They have got to 
clear up the air with one third of all deaths in China linked to toxic smog 
[34] and around 2.2 million deaths in India and China from air pollution in 
2015 [35]. They also understand the water side of this energy equation.

There will come a point where it is a bit like rearranging the deck chairs 
on the Titanic, the inevitability of climate change and global warming of 
more than 2°C. Many feel that the 2°C target is not achievable.
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Investing in the Right Infrastructure

Making the right investment decisions on infrastructure is important. 
Yet some infrastructure projects such as the UK H2 Railway line between 
London and Manchester just to over people around for employment but 
may not address other options and technologies [36]. Arguably the problem 
is not the need to move people but one of capacity and too many people 
traveling already and not enough transport capacity. This creates a demand 
for transport but needs to consider other infrastructure and technologi-
cal options. For example this is strongly related to the other infrastructure 
challenge of a national and local telecommunications network that is capa-
ble of supporting remote working. Investments to provide both urban and 
rural coverage as well as the move to faster more immersive networks such 
as 5G will potentially enable new forms of virtual and augmented reality 
working negating the need for physical movement [37]. Another is the US 
TransCanada Keystone XL pipeline recently approved and the arguments 
over it’s lack of ability to create long term jobs, lower prices of oil or create 
the right energy dependency mix in the long term in the first place [38].

I was on holiday in Iceland last year and were on top of a Volcano on 
a travel excursion and we got a 4G signal yet in other areas of UK in the 
countryside we just cannot get a mobile signal. So the issue is really about 
where do you put your priorities?

Building physical infrastructure to move people is actually a very old 
fashioned solution, that is the earlier industrial revolution. What we need 
are solutions for the 4th industrial revolution that can cut out the physi-
cal movement. 3D printing does the same thing, you can design and make 
it locally, so maybe these are another aspect of the changing relationship 
between places. Physically moving from one place to another to carry out 
functions is something that we will be doing less and less.

The Destruction of the Friction of Distance

If people can work one day a week at home, people could be encouraged 
to do so. You might be in a situation where you are in an office space that 
treats people with “hot desking” and less desks available and smaller rooms it 
becomes increasingly uncomfortable. So they may encourage working from 
home, we then pay for the Wi-Fi and the electricity, heating and light. The 
company reduced its costs with less office space so there are equity issues 
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about what is going on. If every home and office has to have Wi-Fi to be 
able to carry out your work you need to also ensure its suitable for the type 
of work being done. How do you ensure quite zones for work? or alterna-
tively how to maximize face to face contact for collaboration and decision 
making? When does benefit-in-kind cross over to a necessity for doing your 
job becomes blurred as the technology enables cross-over between work and 
home spaces?

Its changes the relationship between people’s relationship with places and 
the friction of distance. One of the stories from the industrial revolution 
through today is the destruction of the friction of distance.

So we end up in many instances of people living in a world which is upon 
a pin head. Because we can have conversations with people across the world 
at next to no cost, besides you need Wi-Fi and networks and a computer to 
do it. In an information economy still has underlying materials intensity.

The materials-intensive economy has been changing and globalizing but 
not in the same way and it is not the sense that in a 100 US Dollar barrel 
world you have a high friction of distance because the cost of meeting is 
higher. In a 50 US Dollar barrel world you can get for example a price war 
of gasoline at the shopping malls, people do respond to that. Putting a price 
on the availability of energy will change behaviors.

I think artificial intelligence will play a key role in this as people don’t like 
being told what to do or don’t have the visibility or control across the supply 
chain and ecosystem to optimize its outcomes. An example of this is Google 
DeepMind demonstrating a reduction in Data Center cooling costs of 40% 
using machine learning [39]. In other instances, AI could be used to change 
when people use appliances in the home to reduce their energy consump-
tion from when to put the kettle on or run the washing machine cycle. The 
question is how this is done through influence working passively behind the 
scenes or active control of use and behavior. It sounds a little Orwellian in 
some control behind the machine and everyday life, but something has to 
change, either through market changes, consumer behavior changes or poli-
cies or a combination of these. With social media and other connected ways 
of smart devices and places, there is a broader change made possible in the 
nature and optimization of the ecosystem in the 4th Industrial Revolution.
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Aligning the Right Incentives in the Capacity 
to be “Smart”

We don’t seem to get the things aligned, if you take the case of the simpli-
fication of energy tariffs at the policy level. With for example in our tariffs 
you don’t have a system sufficiently flexible and not “smart”. Even the most 
basic washing machine today have a timer on it so you can which it on in 
the middle of the night but here may be no benefit because they are not 
paying less for that off-peak period. You need a tariff system that aligns with 
you ability of your appliances to be smart. It takes you out of the decisions 
because if you want to dry your clothes now the decision to do it three hours 
later because the machine learning system controls this. If you have a system 
where you have a smart meter in the home and it also knows what tariff 
system you are on, it can develop machine learning algorithms to advise and 
control appliances and your behavior better. The capacity for appliances to 
be smart only works if the regulations and pricing mechanisms that it is con-
nected to are equally smart and flexible.

I agree policy and regulation is one thing but we should not necessarily 
over anthropomorphize the situation. In the 4th Industrial Revolution there 
can be such complexity in the system that humanity, humans cannot know 
all the factors to optimize these smart appliances and consumption behav-
iors. I believe integration of automation and AI in a way that it is optimiz-
ing for the benefit of the policy implementation. In the previous 1st, 2nd 
and 3rd Industrial Revolutions it was a trade and transaction thing. In the 
4th Industrial revolution it needs intelligent systems which means machine 
learning and Artificial Intelligence with sufficient computing power and 
internetworking. It cannot be done without it. There are other levels of eco-
system dependencies going on now where if we want smart homes, smart 
cities and so on, this is the way to go. That is what we need to encourage 
because we cannot solve it by ourselves.

The Future of the Kettle and Solar Panels

The kettle is an incredible inefficient way of heating water. This device and 
our behavior is constantly reheating the same water and only a small amount 
of it we actually drink. Yet we fill the kettle up just to make a cup of tea, 
rather than just have enough water in the kettle for the purpose of making 
just a cup of tea. Some homes have these hot water on-demand appliances 
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that might be more energy efficient. People used to worry about is it more 
efficient to have a kettle on a gas hob or an electric hob because of the num-
ber of energy conversion transformations that had taken place? The kettle is 
an interesting metaphor for the wider issues.

Germany had one town where they implemented new sources of energy 
such as solar panels that contributed a significant amount to their energy use 
through renewable energy [40]. Similarly in Denmark and these are coun-
tries that do not have a lot of sun light [41].

In the European context we put the solar power panels in the north where 
the sun doesn’t shine and the wind turbines where the wind doesn’t blow 
because it is a national decision. The situation is we are not getting together 
and looking at the whole map of Europe and the solar radiation levels and 
the wind patterns to work out where would be the optimum place to put 
these things. It is massively affected by current tariffs.

The Need for Whole Systems Thinking

The approach here is the need for “whole systems thinking” becomes para-
mount. It is both open systems and closed systems loops for effective feed-
back and control systems design.

Our electricity grid is becoming interconnected at a European scale and 
there has not been a closed national system for quite a while. This is one of 
the problems of Brexit in that one of the ways we seek to back up intermit-
tency of power supply is through interconnection between countries. There 
are several plans to interconnected the UK with Norway and Iceland as well 
as continental Europe, but what will happen to these with Brexit is unclear. 
So you have a more interconnected European grid, the problem is, for 
example, do have weather patterns where the wind doesn’t blow anywhere 
in north western Europe, so you need to be able at some point to backup. 
What is happening is we are moving away from a centralized system that 
provides 24-7 consistent access to secure energy, to a system with more and 
more intermittency that you have to back up that intermittency by using 
as much of the old system for the days when you need it. But you have to 
pay for the gas turbines to be there even when they are not in use for that 
capacity to be available. So the load on that capacity can be very low but you 
still have to have a business model that pays for its availability. We have this 
problem in the UK at the moment because the industry will not build new 
gas turbines because the load is not high enough. We have a problem as we 
shut down our nuclear power stations and coal fire power stations but need 
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more capacity. We will use it less but still have to have it, so moving to low 
carbon system needs a viable plan of transition. With the rise for example of 
electric vehicles (EVs) this just adds to the demand and complexity.

If you go back over the last 15–20 years there have been different govern-
ment projections of EVs, one it will double the amount of electricity con-
sumed at a national scale. We dicarbon through electricity doesn’t seem to 
be the party line at the moment. We are not envisaging the huge increases 
in electricity because we are also making very bold assumptions about 
increases in efficiency. This is were being smarter becomes more impor-
tant, it is about getting the same level of service from far less energy input 
and also managing it and there by better management, promoting demand 
reduction. So we are moving into a system where decoupling of internet 
growth and energy consumption is well on the way, we are needing to move 
to a situation where we accelerate that. We are producing goods and services 
with less and less energy and that energy is generating less and less carbon. 
This is what we have got to do. Ultimately if you think back to Nicolas 
Sterns comment about “climate change is market failure” that essentially we 
are not paying the true costs associated with fossil fuel, the future costs of 
energy are going to have to be high [24]. Because if you internalize those 
costs you do that by having the necessary high carbon price to drive all the 
other innovations. You have to pay more for your energy service because 
what you have been paying before has no been covering the real cost to the 
environment.

It does not help if you have governments who say we are going to cap the 
rise in energy prices. It is very complicated because the cost per unit of solar 
is coming down, but you need the whole system thinking, but who is pay-
ing the cost of intermittency? That is not is a question I think that has been 
answered satisfactorily. In Germany, for example, they are building new coal 
fired power stations to back up their wind and solar farms, and they will not 
meet their carbon reduction targets.

Summary

The impact of the 4th Industrial Revolution will have many general consid-
erations that are not just the concern of one industry, country or individual. 
The new technologies that fuse physical, digital and biological domains will 
have the power to create and change how society will address the very real 
changes and threats of the new era.
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We have seen the internet will not only enable new kinds of communities 
and networking, but bring new forms of computing and resources at a scale 
never seen before. Combining this with the intelligence of machine learn-
ing and the actuation of robotics and automation in and across industries 
changes how locations and experience will become intertwined between the 
physical and virtual worlds.

Cyber security and personal privacy will radically change, and has already 
changed in many social networks and perceptions of governance and govern-
ment. We live in a connected common of networks and associations that 
need to be cognizant of the great advances and also the things we value and 
need to protect.

The new machine intelligence will change how decisions are made and 
who is accountable and the liability and consequences of this new technol-
ogy driven era. Even if artificial intelligence becomes transparent and intrin-
sic to how work, social engagement function in the society of the future, 
it has profound issues over the rising inequity and diversity that this might 
bring. Added to this is the 21st central changes of the population, water sup-
ply, energy demands and climate change will become the leading debate and 
issues of this new era and the role of artificial intelligence in addressing this.
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Introduction

“If there is a chance to improve and upscale the quality and efficiency of 
systems and operations, why wouldn’t everyone take the opportunity?” was 
raised by a Nikhil Kulkami, a recent graduate. He is very much the next 
generation that will have much to say in how the workplace and society will 
change. This is the scope of where we are planning to head, especially with 
the drive to implement more intelligent solutions for the infrastructures 
available in today’s society; this drive is being achieved through integrating 
artificial intelligence (AI), which is the goal of allowing ‘computer systems to 
exhibit intelligence in some manner’ [1]. Artificial intelligence has progressed 
from the development standpoint in computer science to being fully used to 
extract, analyse and predict vast amounts of data in varying industries. The 
integration of technologies like AI is helping improve the operation and effi-
ciency of several infrastructures, as well as reducing their financial costs.

The next section in this document highlights real examples of indus-
tries which have implemented artificial intelligence in their daily processes. 
We provide a summary table for quick reference of the types of Artificial 
Intelligence and the pragmatic impact of these in managing planned and 
unplanned outcomes. We then provide a list of practitioner case studies that 
describe how artificial intelligence is being used today.

11
Example Case Studies of Impact of Artificial 

Intelligence on Jobs and Productivity

© The Author(s) 2018 
M. Skilton and F. Hovsepian, The 4th Industrial Revolution,  
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Example Use Cases in Artificial Intelligence

The follow examples of practitioner development of 4th industrial intelligent 
systems are described in three areas

• Industry Context
 – How the particular situation in an example industry can be aug-

mented, or replaced by machine intelligence, and combined with 
machine sensors, objects and human interaction. Several examples of 
use cases are not simply applicable to one vertical industry, but may 
often be applied to a wide variety of industries. Examples include iden-
tity management, surveillance and marketing human behavior.

• Systems used
 – The types of machine learning and other 4th industrial technologies 

are combined to enable an intelligent system
• Outcomes

 – The results of the intelligent system impact on the particular context.

While the specific training data and algorithm logics may be for that indus-
try case, it is illustrative of the potential areas of application systems intel-
ligence and new technologies that might be used to solve or enable new 
outcomes. The following framework is intended to provide a practical guide 
of potential areas/domains, where the emerging field of artificial intelli-
gence combines with other nascent technologies to solve a given problem, or 
undertake a task that was previously untenable. This we believe is indicative 
of the 4th industrial revolution. (see Fig. 11.1).

Practitioner Classifications of Artificial 
Intelligence Use Cases in Business

The following table provides a summary of examples of how machine learn-
ing is already being used to develop intelligent systems responses. The table 
has been split into broadly two types of intelligence, one driven by known 
planned events and the other by unplanned events that may be known or 
unknown.
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Gaming Industry

Deep Neural Network Predicting Unplanned Deceptive 
Human Behavior Patterns

Industry Context

A deep learning neural net called Libratus, developed by Carnegie Mellon 
University has been used to play Poker. The game includes statistical predic-
tion but also interestingly, a behavioural element, where human players may 
bluff their behavior as part of the game strategy. This behavior was included 
in the neural network analysis of Libratus and successfully used to predict 
human behavior in both play and deception or bluffing.

Libratus’s algorithms are not specific to poker, or even just to games. 
The AI has not been taught any strategies and instead has to work out its 
own way to play based on the information it’s given—in this case, the rules 
of poker. This means that Libratus could be applied to any situation that 
requires a response based on imperfect information.

Systems used

Fig. 11.1 Practitioner classifications of emerging Intelligence Systems use cases



272     M. Skilton and F. Hovsepian

Using Multi-scenario deep learning, Libratus had spent the equivalent of 15 
million hours of computation training data honing its strategies.

The deep learning net computed a big list of strategies the AI could use 
when play began. It has a series of neural network layers including “endgame 
solver”, it took into account “mistakes” the AI’s opponents made. The AI 
also looked for its own strategic weaknesses.

Outcomes

The AI, Libratus, took on four of the world’s best Heads-Up No-Limit Texas 
Hold ‘Em poker players at a Pennsylvania casino. After 120,000 hands, 
Libratus won with a lead of over $1.7 million in chips, winning a 20-day 
poker tournament. [2]

Surveillance and Marketing Human Behavior

Surveillance Tracking Planning and Unplanned Behavior

Industry Context

Surveillance technology is used to film movements and human behav-
ior. This is used to detect anomalous behavior using the machine learning 
analysis.

The AI uses this metadata to build up a picture of how companies, 
departments and individual employees normally function, and flag anoma-
lies in people’s behavior in real time. The idea is that it could detect when 
someone might pose a security risk by stepping outside of their usual behav-
ioral patterns.

Systems used

Data regular supply of employee metadata, including everything from the 
files you access and how often you look at them to when you use a key card 
at a company door.

AI uses this metadata to build up a picture of how companies, depart-
ments and individual employees normally function, and flag anomalies in 
people’s behavior in real time.
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Deep learning neural net is trained to analyze human behavior. Company 
https://www.statustoday.com/. Used to identify threats, improve productiv-
ity and communication and understand employee.

Outcomes

System could flag if an employee starts copying large numbers of files they 
don’t normally view, for example. Are they just going about their job, or 
could they be stealing confidential information?

Catch employee actions that could accidentally cause a security breach, 
like responding to a phishing email or opening an attachment laden with 
malware. AI can be used to track employee productivity however there are 
also concerns over privacy rights of employees.

“If people know they’re being monitored, they can change their behavior 
to game the system,” Phil Legg at the University of the West of England says 
flagging unusual behavior will never catch every security risk. [3]

Security and Identity Management

Physiological Pattern Recognition of Human Movement 
for Identity Management

Industry context

VAuth device, developed at the University of Michigan in Ann Arbor, uses 
an accelerometer hidden in a pair of glasses or earphones or worn around 
the neck. The accelerometer measures vibrations created as the wearer 
speaks. An algorithm then compares those vibrations with the audio signal 
received by the digital assistant. If the vibrations and the audio match, then 
the voice command is received as normal. If not, the assistant is blocked 
from responding.

Systems used

IoT tracking and Machine Learning algorithm to record accelerometer 
movements of owner voice speech physiology compared to potential theft or 
mimicry.

VAuth was tested with 18 people saying 30 different commands. It was 
able to match speech vibrations with audio signals 97% of the time, and did 
not act on commands issued by someone other than the device owner.

https://www.statustoday.com/
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Outcomes

Voice assistants can be activated by white noise containing hidden voice 
commands unintelligible to humans.

Authenticating a user’s commands would prevent this problem and could 
also protect against methods of “hacking” a voice-controlled device.

Combining this technology with biometric voice identification, says 
Sorber, could be the best way to secure many wireless devices. “The more 
mobile and untethered our computing environment gets, the harder it is to 
really do a great job of securing things,”

Google’s “trusted voice” feature unlocks the phone only after matching 
the voice command against a biometric profile of its owner’s voice. However, 
there are ways around this by impersonating or playing recordings of the 
owner’s voice to the device. [4]

Knowledge Advice and Guidance

Virtual Assistant—Chat Bot to Answer Human Subject 
Queries

Industry context

NTT Resonant is a chat bot, which operates the Goo web portal and search 
engine, created a system called Oshi-el to answer people’s relationship ques-
tions, like a virtual agony aunt.

Systems used

Deep neural net Trained their algorithm using almost 190,000 questions 
and 770,000 answers from the company’s Oshiete goo forum.

Focus on this genre of query as “non-factoid” questions are difficult for AI 
to address.

Outcomes

Based on this data, they came up with a generic structure for answers that 
includes a sentence showing sympathy, a suggested solution to the problem, 
an additional comment and a note of encouragement.
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The Oshi-el AI then selects and combines appropriate sentences to use 
from a database based on the words used in the question. To combat the 
ambiguous nature of certain words—“relationship”, for example, could refer 
to a romantic situation or a business partnership—they use the category or 
title of each question to give the AI more context.

Answers tend to appear scripted such as “I can see this is a difficult time 
for you. I understand your feelings,” says Oshi-el in response to a 30-year-
old woman who finds herself stuck in a love triangle (the response has been 
translated from the original Japanese). The approach is limited, to be able to 
write a more comprehensive answer, an AI would need to actually “under-
stand” the question [in the context of AI], so an AI can only grasp the very 
shallow surface of things. [5]

Healthcare

Medical Condition Assistant—Skin Cancer Cell 
Recognition

Industry context

In the UK, there are at least 100,000 diagnoses of skin cancer per year, of 
which 2500 people will die. Skin cancer is actually very treatable, but only 
if it’s caught early and the signs are spotted by the eye of a trained derma-
tologist with a dermatoscope (a handheld microscope that offers low-level 
magnification). The five-year survival rate, if spotted at the earliest state, is 
around 97%—but that drops to 14% if detected late.

Systems used

Deep learning net with image recognition.
Stanford’s algorithm was fed 129,450 training images of 2032 different 

skin diseases (broken into 735 groups to account for diseases with a small 
number of images). After learning what cancers typically look like, the soft-
ware was tested against the clinicians in three areas: keratinocyte carcinoma 
classification, melanoma classification and melanoma classification using 
dermoscopy.
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Computer scientists, dermatologists, and engineers at Stanford University 
taught the software to identify deadly and common types of skin cancers 
using a database of images. The results were compared to those from 21 
expert clinicians and the algorithm was able to match their performance 
across 130,000 tests.

Outcomes

Stanford researchers use deep learning and image recognition to spot the 
warning signs of skin cancer with 91% accuracy [6].

Medical Condition Assistant—Wearable Continuous 
Wellbeing Monitoring

Industry context

Wearable tech can now detect when you’re about to fall ill, simply by track-
ing your vital signs.

Stanford University research group used smart watch data could record 
unusually high heart rates, and sometimes higher skin temperatures, up to 
three days before the volunteers had symptoms of a cold or other infection.

“Once these wearables collect enough data to know what your normal 
baseline readings are, they can get very good at sensing when something’s 
amiss,” says Snyder. “We think that if your heart rate and skin temperature 
are elevated for about 2 hours, there’s a strong chance you’re getting sick.”

Continuous tracking of your vital signs is more informative than having 
a doctor measure them once a year and comparing them with population 
averages, Snyder says. “Heart rate, for example, varies a lot so population 
averages don’t tell you much,” he says.

Systems used

A new wave of wearable sensors allows frequent and continuous measure-
ments of body functions (physiology), including heart rate, skin tempera-
ture, blood oxygen levels, and physical activity. We investigated the ability of 
wearable sensors to follow physiological changes that occur over the course 
of a day, during illness and other activities. Data from these sensors revealed 
personalized differences in daily patterns of activities.
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Outcomes

Snyder’s team is now hoping to build algorithms that will enable smart-
watches to notify wearers when they might be falling ill. “I’m predicting that 
your smartwatch will be able to alert you before you get sick, or confirm that 
you’re sick if you’re feeling a bit off,” he says. “If your watch says you’re get-
ting something, you’ll know to go lie down instead of going out drinking 
and dancing.”

Questions raised over phycological impact of feedback on users may not 
prevent illness. Overall, these results indicate that the information provided 
by wearable sensors is physiologically meaningful and actionable. Wearable 
sensors are likely to play an important role in managing health. [7]

Knowledge Management Assistance in Medical Services

Industry context

IBM Watson has accumulated recognition in its ability to deliver precise and 
factual information through its algorithms such as natural language process-
ing, hypothesis generation and dynamic learning [8]. Traditional computing 
systems rely heavily on structured data, whereas Watson’s access to unstruc-
tured data means that it’ll be able to differentiate between different kinds of 
information’ [9]. Asking a query to Watson results in the AI segregating the 
question into different keywords, where it’ll form a hypothesis and conducts 
several tests before providing an answer.

Systems Used

Deep neural nets, natural language processing

Outcomes

IBM Watson has now extended its services to the medical sector, where it 
has been providing its assistance in areas such as oncology, genomics, drug 
discovery and several other fields [10]. What makes Watson useful in this 
situation is that it is able to assist doctors & medical researchers with pro-
viding effective and immediate treatment for patients. As depicted in [11]. 
A patient with a severe heart condition runs a very active lifestyle, which 
can have an adverse effect on their health; to avoid this, doctors provide a 
query to IBM Watson, where the AI will analyse the patient’s medical and 
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family histories and compare it with other patients within the Watson 
cloud. Through this analysis, the AI will be able to formulate an immedi-
ate treatment for the patient’s condition, ensuring that they can retain an 
active lifestyle without being susceptible to the condition [11]. Watson is a 
fundamental asset for the medical industry, in that treatment can be devised 
immediately and doctors are continuously informed about the patient’s con-
dition through the Watson cloud.

Asset Condition Monitoring Maintenance

Building Condition Monitoring and Maintenance 
Control

Industry context

Software firm CGnal, based in Milan, Italy, analyzed a year’s worth of data 
from the heating and ventilation units in an Italian hospital. Sensors are now 
commonly built into heating, ventilation and air conditioning units, and the 
team had records such as temperature, humidity and electricity use, relating 
to appliances in operating theatres and first aid rooms as well as corridors.

Systems used

CGnal used a deep neural network and trained the machine learning algo-
rithm on data from the first half of 2015, looking for differences in the read-
ings of similar appliances. They then tested it on data from the second half 
of the year—could it predict faults before they happened?

Historical asset actual performance data.
Connection to existing telemetry [remote sensing] datasets.
Comparisons to real-time current asset performance.
Remotely control asset usage and state.
Condition geolocation context optimization.

Outcomes

The system predicted 76 out of 124 real faults, including 41 out of 44 where 
an appliance’s temperature rose above tolerable levels, with a false positive 
rate of 5%. [12]
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Surveillance and Security Counter Measures

Monitoring Social Networks for Fake News

Industry context

While the percentage of misinformation is relatively small, we have much 
more work ahead on our roadmap. Normally we wouldn’t share specifics 
about our work in progress, but given the importance of these issues and the 
amount of interest in this topic, I want to outline some of the projects we 
already have underway:

– Stronger detection. The most important thing we can do is improve our 
ability to classify misinformation. This means better technical systems to 
detect what people will flag as false before they do it themselves.

– Easy reporting. Making it much easier for people to report stories as fake 
will help us catch more misinformation faster.

– Third party verification. There are many respected fact checking organi-
zations and, while we have reached out to some, we plan to learn from 
many more.

– Warnings. We are exploring labeling stories that have been flagged as false 
by third parties or our community, and showing warnings when people 
read or share them.

– Related articles quality. We are raising the bar for stories that appear in 
related articles under links in News Feed.

– Disrupting fake news economics. A lot of misinformation is driven by 
financially motivated spam. We’re looking into disrupting the economics 
with ads policies like the one we announced earlier this week, and better 
ad farm detection.

– Listening. We will continue to work with journalists and others in the 
news industry to get their input, in particular, to better understand their 
fact checking systems and learn from them.

Systems used

Machine learning text pattern recognition
Sources pattern recognition—economic spamming and bot automation
Human social media likes, shares behavior pattern recognition
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Human 3rd party verification services
Governance Algorithm policy management—acceptable usage on page 

and link through pages

Outcomes

Facebook is launching an educational tool as part of measures it is taking to 
counter fake news.

For three days, an ad will appear at the top of users’ news feeds linking to 
advice on “how to spot fake news” and report it.

The campaign, which will be promoted in 14 countries, is “designed to 
help people become more discerning readers”, the social media firm said.

But experts questioned whether the measure would have any real impact.
“Until Facebook stops rewarding the architects of fake news with huge 

traffic, this problem will just get worse,” Tom Felle, a lecturer in digital jour-
nalism at City University told the BBC.

From Friday, users who click on Facebook’s ad will be redirected to its 
help centre, where they will see a list of 10 tips for identifying false stories. 
[13, 14]

Automobile Engineering

Racing Car Generative Design

Industry Context

The Hack Rod team desired to develop an optimal chassis for their new rac-
ing car. They rigger up a chassis of an existing car (and the racing car driver) 
with hundreds of sensors, thereby creating a “digital central nervous system” 
for the car and driver that would eventually provide readings on the physical 
forces affecting both the car and the driver.

Systems used

Engineering design software (Autodesk Dreamcatcher), network of sensors, 
machine learning techniques.
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Outcomes

They periodically captured the readings from on the race car sensors, and 
once complete, the data was fed into the Autodesk Dreamcatcher software, 
which was subsequently used to generate a new chassis design.

Once a final design for the chassis had been selected, the design is handed 
off to the Autodesk Design Graph that encapsulates a machine learn-
ing search capability that makes recommendations for the parts list for the 
selected design, such as nuts, bolts, and other components to match the 
design requirements.

According to Bob Pete, the author of the article [15]

Generative design is creating complex engineering results that were previously 
not able to be manufactured. The rapid progress in the advanced manufactur-
ing space is now allowing for this complexity to be produced.

Furniture Design

The Elbo Chair

Industry Context

The purpose of this project was to define the constraints (requirements) for a 
chair, such as it should be 18 inches off the floor and capable of supporting a 
person weighing 300 pounds.

Typically, such requirements would be handed over to the designer who 
would mull it over for a while and decide how it should look, the materials 
to be used and manner in which it should be constructed. Nevertheless, the 
emerging field of generative design changes all that, now the process involves 
handing over large amounts of data to the software, in this case Autodesk.

Systems used

Engineering design software (Autodesk Dreamcatcher), machine learning 
techniques.

Outcomes

A modern Danish mid-century modern style chair.
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The chair was created by Arthur Harsuvanakit and Brittany Presten of 
Autodesk’s generative design lab—nevertheless, they did not design it, 
because they collaborated with Dreamcatcher, Autodesk’s generative design 
CAD system. They fed the software a digital 3-D model of a chair and the 
Lambda Chair from design studio Berkeley Mills.

The software churned out hundreds of designs, optimizing as it went. It 
shaved dead weight and adjusted joint placement to improve load-bearing 
abilities, creating thinner, more intricate structures. “It just gets bonier as the 
iterations go higher,” Harsuvanakit says. “It’s cool to let it go too far—some of 
it looks like bug skeletons to me.” [16]

Aeronautical Engineering Design

Partition that Separates the Crew’s Section from the 
Rest of the Cabin

Industry context

The partitions used to separate the cabin crew’s workstation from the rest of 
the cabin is a major engineering conundrum, especially to the aircraft manu-
facturers, who desire these partitions to be as small and light as humanly 
possible.

To make the task a little more challenging, because the cabin crew sit on 
foldout chairs affixed to that partition, and therefore the partition must sup-
port this weight.

Systems used

Engineering design software (Autodesk Dreamcatcher), machine learning 
techniques and 3D Printing

Outcomes

Cheaper, stronger, aircraft partitions.
European aircraft manufacturer Airbus collaborated with Autodesk to 

rethink the design of these partitions. Its new partition was 3-D printed 
using some wild new algorithms based on slime mold and bone growth. The 
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new partition weighs in at just 66 pounds significantly lighter than Airbus’s 
original partitions that weighed 143 pounds apiece.

“Our goal was to reduce the weight by 30 percent, and we altogether achieved 
weight reduction by 55 percent,” says Bastian Schaefer, innovation manager at 
Airbus. “And we’re right at the beginning.” [17]

Moreover, because the designs created by the generative design software are 
so complex, classical manufacturing techniques were out of the question 
when it came to actually building the part. This is a wonderful example of 
where a computer-generated design has to be created by using software to 
3D print the part—the fusion of the two technologies is critical to genera-
tive design’s success.

Benjamin says the design principles are similar to those used by the 
Autodesk Within Medical program, which uses generative algorithms to cre-
ate implants for reconstructive surgeries.

Building Architecture Design

Building Design and Aesthetics

Industry context

The design of building structures using machine learning algorithm to com-
pute blended ideas from nature and construction mathematics to create new 
architecture designed with new physical and aesthetic characteristics not 
possible by human physical design skills alone. The result is termed genera-
tive components.

Systems used

Engineering design software (Autodesk Dreamcatcher), machine learning 
techniques.

Outcomes

Design of buildings previously thought unimaginable.
Generative design is very much in the spirit of machine learning, the best 

description of this comes from Lars Hesselgren, who once said,
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Generative design is not about designing a building, it’s about designing the 
system that designs a building. [18]

Lars Hesselgren is the director of research at PLP Architects [19].
Well-known examples of generative design being used in the world of 

architecture is the Beijing National Stadium and the Beijing National 
Aquatics Centre – better known as the Bird’s Nest and the Water Cube, 
respectively were designed with the help of generative design.

We built version 34 because it was better. But version 1 would have worked 
fine. Generative design allowed us to get better results in a fraction of the 
time.

Said J Parrish, the former director of ArupSport, who provided engineering 
and design services for both of Beijing’s major Olympic venues. Parrish also 
helped pioneer the rapid prototyping face of generative design.

Other leading architects and engineers who use software based on genera-
tive design (or the Bentley’s version of it, namely, GenerativeComponents®) 
include Arup, Buro Happold, Foster + Partners, Grimshaw Architects, 
HOK, Kohn Pedersen Fox, Morphosis, and SHoP Architects. [20]

Automated Transport

Self-Driving Automobile

Industry Context

The Connected car is a great example of an ecosystem of lots of different 
types of machine learning, neural nets, image recognition, actuators, sensors, 
and robotics all in one platform.

It has many systems and subsystems that are a kind of modularity of com-
ponents that provide different functions that are managed with different pri-
orities to control the vehicle.

It illustrates how these different types of machine intelligence can be 
applied to different problems and opportunities and to combined this into 
an overall working system of systems to ultimately achieve assisted driving to 
full driverless cars.

Systems Used
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Artificial intelligence has been around for a very long time. The basic 
techniques have developed but also there has been a lot of technologi-
cal innovations. For example, the ability to have auto-scaling cloud based 
computing power means that anybody, large or small, could spin up a vast 
number of CPU instances and run a very big machine learning algorithm 
on large datasets, then shut it all down again and do it for hardly any cost. 
Five years ago if you tried to do that you would have to buy an awful lot 
of tin and stick it in a data center, this just would not have been feasibil-
ity from a practical perspective. Many more people have now got access to 
the kind of computing power you need to actually show progress in some 
of these AI techniques. Another aspect is the increasing ease with which it 
is possible to exploit GPUs and massive parallel processing of those cores, 
which were previously just in the realms of computer games and computer 
graphics that have now been added to cloud platforms as a computing 
resource at scale.

Solving the “in-th-car” problem is simply much more difficult than 
initially thought. The type of problems that appear in self-driving cars, 
are dissimilar to popular examples we have encountered thus far. We may 
be able to use deep learning to play GO and Chess with lots of possible 
variations of the game but the boundaries and rules are known and will 
not be going outside. If you are given an unexpected route in a game are 
minor in comparison to a car where there are other road users that may 
not obey the law, pedestrians may walk out in front of you and other 
possible events. The kind of intelligence that is needed in self-driving 
cars is going to be an ensemble approach. This will need lots of different 
AI techniques and algorithms, no single one of them is going to be suf-
ficient for an autonomous vehicle, we are not at a point where you can 
simply train a giant neural net to drive a car. It is going to be many dif-
ferent kinds of AI working together to keep in check each other to make 
some of this work. There is massive onboard sensor ability and process-
ing ability, many vehicles, such as the ones from Tesla need to install a 
level of hardware on their as standard that would be capable of the soft-
ware for autonomous vehicle, even more than they do now, to potentially 
drive from A to B all the way. It is autonomous vehicle ready in that they 
do not have software that is sufficiently advanced, they can deliver that 
software over the air (OTA) and enable those cars to be self-driving later 
on, at least that is the theory.
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Outcomes

Artificial intelligence is certainly becoming one of the most invested in tech-
nologies. There are many mergers and acquisitions especially within the 
automotive domain. Ford announced in February 2017 that it was investing 
1 Billion US dollars in “Argo AI” within the next five years, which is a start-
up formed in December of 2016 primarily focused on developing software 
for autonomous vehicle technology. Argo AI will become a subsidiary of 
Ford and will have its own board of directors and operate as an independent 
unit. The Argo AI initiative is considered to be part of Ford’s self-driving car 
project, and the plan appears to be the mass production of an autonomous 
vehicle ready for car sharing in 2021. There is much change in the automo-
tive industry, and vehicle manufacturers need to move quickly to adopt con-
nected car technologies, as highlighted in a recent BearingPoint consulting 
thought leadership review of industry impact [21].

Crowd Sourcing Intelligence

Industry context

There is a lot of processing in the car, but then you have got smart cities and 
integration so the car sensors become extended. It can make use of informa-
tion that “street furniture” can provide and that give things that are specific 
events such as the traffic light is about to go red. Or it can look at a range of 
data such as a high volume of traffic ahead and identify an alternative less busy 
road so it can optimize its route overall. Mark Burnett at Bearing point said

I think this ecosystem is a very important concept, its also important to rec-
ognize that this menagerie of different types of AI data processing in the car it 
can extend to the cloud and there will also be this crowd sourcing. If a car in 
front has already put on the brakes, that probably should be relayed to other 
vehicle to vehicle communications or vehicle to edge communications so the 
concept of edge and fog computing become important.

There are also cars that are connected with telematics of some sort, mostly 
they are connected to a particular cloud based platform for telematics ser-
vices. When you need fast response and the communication maybe between 
vehicles is available, it makes much more sense to use this edge based com-
puting that could be processing actually in the telecoms mast or near by or 
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one or two tiers back, and the data may never need to go back to the cloud 
or traditional client-server model, it may be just some routing from local 
cache crowd sourced information.

Systems Used

Crowd sourcing, IoT sensor networks, smart road signs, cloud computing 
and edge network computing.

Outcomes

Crowd sourced collaborative vehicles all helping each other.
Tesla update 6.0 was an example similar to this in learning from a car’s 

driving characteristics to record the GPS location and then adjust the pneu-
matic suspension and “remember” next time the car passing that same route 
to improve the driving experience. This data can be shared to other vehicles. 
Tesla update 8.1 provided integration with autopilot functions. [22, 23]

Energy and Utility Ecosystem Management

Artificial Intelligence Balance Between Supply & 
Demand

Industry Context

National Grid and Google DeepMind are intending to form a collaboration, 
due to the electricity network being constantly challenged with increasing 
demand, as National Grid spent around ‘tens of billions of pounds’ just to pro-
duce 330 TWh of energy in 2014. National Grid is hoping to integrate renew-
able energy to help support the increasing demand, but the intermittency from 
sources like wind and solar make it an increasing challenge for the network.

Systems Used

What DeepMind wishes to achieve with its AI system is to utilize machine 
learning techniques to help predict trends in demand & supply, and be able 
to reduce around 10% of the country’s energy consumption without need-
ing to add new infrastructure. The AI-company is also looking to assist 
National Grid in maximizing their use of renewable sources, ensuring that 
environmental impact can also be reduced [24].
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Outcomes

‘Ingesting data, predicting trends and suggesting solutions is perfectly suited 
to DeepMind’s neural network expertise’; having an AI system for National 
Grid will be useful in the sense that it may be able to identify a greater num-
ber of solutions than its human grid operators. While this may be a poten-
tial relationship, National Grid is still in negotiations with DeepMind to 
see what type of service the AI-focused group can provide. The end goal 
for National Grid is to bring improvements to their performance, as well as 
maximize renewable energy usage and help consumers on their savings [25].

Intelligent Energy Assistant

Industry Context

Having the best service for electricity and gas ensures that consumers are 
able to receive better rewards and savings; however, the task of searching an 
energy provider is both tedious and time consuming. To help resolve this 
issue, MyWave Ltd have designed an intelligent assistant known as Myia, who 
searches and compares the energy market for better deals through an online 
questionnaire. Within the questionnaire, the customer will be required to 
provide their personal details and the details of the retailers they’re currently 
associated with. While this may seem like a simple scenario, Myia seeks to 
continuously inform the consumer if a better service has been found. Another 
interesting aspect of Myia is that the consumer will not have to go through 
the same questions, as the AI will remember your set responses [26].

Systems Used

The main mechanism that Myia uses to suggest its solutions is machine 
learning, which’ll be used to continuously analyze and predict trends in the 
market and recommend newly found solutions to the consumer base. Myia 
also monitors your energy bill, so if a change is detected, it will recommend 
a better service provider.

Outcomes

By launching the intelligent assistant in New Zealand, customers now have 
saved 10–15% on their energy bills, with hopes to provide the same service 
in other industries like insurance and retail [27].
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Intelligent Robots Assessing the Health of Water Pipes

Industry Context

Water utilities in San Francisco are now receiving assistance in their assess-
ment of water pipelines by sending an intelligent robot through inspected 
pipes. HiBot, the company behind this initiative, is looking to rectify the 
mistakes the water municipalities make in their replacement projects, as it is 
often the case of ‘getting rid of perfectly functional pipes, while waiting too 
long on those primed to rupture’ [28].

The company also believes that over 40% of the existing network can be 
saved and that a $400 million saving can be achieved as the utilities are esti-
mated to spend around $1 trillion in just replacement.

Systems Used

The way HiBot operates is to send miniature robots into the pipelines, with 
a RFT sensor (Remote Field testing) & a camera fitted to the device.

The robot will analyze the pipe and validate the previous rating provided 
by the utility, based on its own analysis. The AI houses a significant amount 
of historical data, where it uses the machine learning algorithms to help pre-
dict pipe failures within the network, by incorporating a wide variety of fac-
tors such as soil characteristics, age and leakage histories.

Outcomes

The company believes the system can accurately predict future failures at 
80–90% rate, ensuring more accurate models of failures can be provided [29].

Summary

From a general practitioner point of view is it is clear that artificial intelli-
gence is still evolving, and that new theories and models to create train-
ing data to be able to pursue meaningful and useful machine intelligence. 
Whether self-driving cars will be truly computer only, or whether it will need 
human assistance is certainly open to debate. It is grounded in the notion 
that defining artificial intelligence from imitation of human tasks to more 
complex human and non-human tasks will be driven by the quality of mod-
els of computation. Clearly, specialized machine intelligence has made huge 
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strides in the recent decades. While historically the expectation of artificial 
intelligence has been repeatedly exaggerated, it is the evolution of comput-
ing languages and systems models with sensors and data that will continue to 
address challenges in defining AI and approaches to using AI effectively.
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In earlier chapters we have introduced various technologies that fuse 
together and emerge as the 4th Industrial Revolution, it is very important to 
take a holistic stance on this issue and consider the impact these technolo-
gies have when used in combination rather than as individuals.

One of the core technologies driving the 4th industrial revolution is 
machine learning, the current incarnation of which became highly noticea-
ble around 2000, according to the executive chairman of Alphabet, Dr. Eric 
Schmidt who recently stated [1]:

I being prejudiced by my years in the AI-Winter, when I first saw the involv-
ing vision and speech, and we used it in our ads, I said oh-you-know, it won’t 
scale it won’t really generalize because these are mathematical that are simple 
improvements in good engineering - and I’ve been proven completely wrong

This comment should not be taken lightly, given that Eric Schmidt is one of 
the top technology executives today who not only has a Ph.D. in Computer 
Science, but also a very successful career history in executive management.

Nevertheless, it is true that AI has a patchy history, it began in early 
1940s with lots of predictions and promises that were often optimistic and 
underestimated the complex and difficult nature of the problems on hand. 
However, the current multilayer neural network models have adopted a dif-
ferent approach to the ones classically used in computer science and AI. This 
time the motivation and impetus came from the realm of cognitive and neu-
ral science. The idea here is that we do not program these kinds of machines 
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by telling them what to do each step of the way, but rather we instruct the 
machine how to lean to solve problems for itself.

This approach is made possible by the convergence of increasing comput-
ing power, big data and machine learning, which are reshaping the world in 
which we live. We are beginning to see machine intelligence being embed-
ded into many devices and even aspects of our own lives, and as this tech-
nology evolves it will become the defining technology of the 4th Industrial 
Revolution, much as steam was for the 1st, electricity for the 2nd, and the 
microprocessor for the 3rd Industrial Revolutions.

This new generation of AI is therefore quite different compared with any-
thing else we have seen before, in many respects one can say that we have 
finally began to build the dream that Alan Turing had when he talked of the 
“Child Machine”, that we could teach rather than program. We must there-
fore begin to think more in terms of cognition and neuroscience, rather than 
in terms of algorithms that one could consider as representations of ideas 
that came out of first order logic.

We must now consider ways that will allow us to determine which are the 
more capable machines given that we are no longer dealing with classical 
computers, but rather a new breed of cognitively enhanced machines. For 
example, when you use Google speech or Google photos, in many cases you 
are using neural networks that are 11 or 12 layers deep.

Alan Kay [2] captured the essence of the changes that we are facing, when 
he said “… of course the future isn’t about data at all, it’s about meaning”. 
Meaning is a concept that rightly belongs to the world of cognition, and 
is a much harder concept to grapple with when compared to those we are 
accustomed to seeing within the world of computation. In keeping with 
these thoughts, we would like to introduce a concept called the Cognitive 
Horizon.

Cognitive Horizon

In order to set the scene for the remainder of this chapter we shall now 
introduce a concept first introduced by Rodriguez, et al. [3], who describe it 
as:

Angler is a collaborative tool that aims to be a mental prosthetic for enhanc-
ing problem solving and decision analysis. It is grounded in methods such as 
Scenario Based Planning, or SBP, that deal with cognitive biases and uncer-
tainty by extracting assumptions held by a group, and expanding the range of 
deductions created by those assumptions, the cognitive horizon.
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and also define it on their website [4].

The cognitive horizon of a person or a group can be loosely defined as the 
transitive closure of possible deductions starting from an initial set of 
assumptions. This horizon can be narrowed by competing or contradicting 
hypotheses.

While Rodriguez et al. are focused on human collaboration, cognitive bias, 
and problem solving we believe that an extended version of this concept 
works well for artificial entities such as intelligent agents, where the Cognitive 
Horizon is used to capture the cognitive limitations of such a system.

Definition: The Cognitive Horizon of a system (be it an individual or 
group of individuals, natural or artificial) is the transitive closure of all possi-
ble deductions starting from an initial set of statements that are assumed true.

The cognitive horizon therefore, is the sum total of all knowledge that a 
system can potentially possess at any instant in time—namely, facts together 
with the result of all reasoning performed on the set of all such statements. 
In a formal setting, this would be the collection of all theories known by 
such an entity.

For example, suppose we create a system (let us call it “System-one”) 
whose only assumptions are the basics of arithmetic (formally, the axioms 
of arithmetic), then the only deductions this system is able to infer will be 
statements about arithmetic—and the transitive closure of this system are 
all the true statements regarding arithmetic. Now consider a second system 
(“System-two”) whose initial statements include not just those of arithme-
tic, but also all those related to Euclidean geometry. This second system is 
not only able to infer new statements about arithmetic, but also new state-
ments about geometry, and its transitive closure is the collection of all true 
statements of arithmetic together with all the true statements of geometry. 
Moreover, the Cognitive Horizon of System-two is much bigger than the 
Cognitive Horizon of System-one, because it includes all the true statements 
that System-one is able to generate.

One important point to note is that by adding a new set of assumptions 
to the system, it not only increases its cognitive horizon by the transitive clo-
sure of the new axioms, which opens a new window of possibility to where 
the system is able to use combinations of the base assumptions. One can 
paraphrase this by saying, the whole is greater than the sum of its parts.

In this framework, innovations may be thought of as discovering new 
truths from known theories, whereas inventions are new theories, new facts 
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that were not known before, nor could they have been deduced from other 
known theories - they often involve a leap in imagination producing a new 
theory.

We can see this more easily using Fig. 12.1, for the case on the left the 
cognitive horizon is represented by the surface labeled ‘1’. Innovations in this 
case is represented by the blue arrow labeled ‘B’, which represents a shift 
in context for the particular perspective or idea. Notice that the arrow only 
moves a point from one region of the surface to another, and is unable to 
move a given point to the surface labeled ‘2’, furthermore, all such move-
ments (for example the one indicated by the red line) stay on this surface 
and represent another innovation.

The purple arrow labeled ‘A’, which extends the cognitive horizon to a 
completely new surface hereto unknown to the intelligent system, represents 
an invention—a paradigm-shift rather than a shift in context.

In the beginning innovations may take place on either surface, after 
some time the system begins to assimilate the new concepts and is able 
to transgress between the two surfaces, eventually the surface on the right 
(labeled as ‘3’) emerges. New innovations (represented by the red line) are 
able to take ideas and shift them to a different context, which now includes 
regions of what used to be a disconnected surface and only amenable via an 
invention.

One can now begin to partially order various cognitively enhanced sys-
tems by considering their associated cognitive horizons, which not only 

Fig. 12.1 Cognitive Horizon

http://dx.doi.org/10.1007/978-3-319-62479-2_11
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measures what the system’s cognitive capabilities are today, but also what it 
may be capable of tomorrow—in relation to another such system. As a sim-
ple example, a system that is only capable of performing arithmetic as well as 
geometry has a bigger cognitive horizon compared to one that is only capa-
ble of performing arithmetic tasks.

A very nice example of how an inventor grapples with the new ideas, and 
finally is able to cross the chasm to a disconnected cognitive horizon is given 
by Carver Mead who describes his experience of discovering new techniques 
and technologies, Mead [5].

One can extend the cognitive horizon, in a different dimension by not 
simply considering true facts that are either base assumptions or inferences 
made from them, but by also allowing statements that are justified true 
beliefs, which some philosophers call ‘knowledge’. Carver Mead [6] talks 
about beliefs, imagination and the possible, which human beings have the 
innate ability to create and manipulate, and which provides them with the 
capability to transgress the chasm that exists between disconnected cognitive 
horizons.

Innovation Matrix

Obviously many AI projects are either innovative or invention in nature, 
and therefore it would be useful to have some kind of framework for decid-
ing the kind of problem one is attempting to solve, and therefore the kind of 
resources that might be need to achieve those goals.

For example, as Alan Kay explains [7]:

Innovation is taking an idea into the marketplace, invention is what happened 
at XEROX Parc

We used some of the concepts discussed by Alan Kay to form the following 
definition:

To invent is to create something entirely new, something that did not exist 
before, whereas to innovate is to take an existing concept and make it better, 
or to take an existing concept into the marketplace.

There is a big difference between a random brainstorm and a concerted 
effort, and therefore we can capture the various kinds of innovation by using 
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the following four categories that appears in an article by Greg Satell [8] 
(Table 12.1).

This categorization is explained by Satell as follows:

• Basic research rarely leads directly to new products or services, many cor-
porations invest serious money into it.

 This is typically the kind of work that is undertaken by those work-
ing within a university or commercial R&D facility. The problems are 
often unclear and ill-defined, and it is not clear what kind of outcome is 
expected from these kinds of projects, because primarily the point of such 
projects is to discover how things work.

• Sustaining innovation is probably the most common in the corporate 
world and is often referred to as engineering rather than science. Like 
basic research, much of this is done by internal R&D labs.

 This is Apple Corporation’s sweet-spot, it is the kind of innovation that 
Apple excels at, namely projects where there is a clearly defined problem 
and a reasonably good understanding of how to solve it.

• Disruptive innovation is particularly tricky because you don’t know it 
until you see it and sometimes its value isn’t immediately clear. That’s why 
venture capital firms expect the vast majority of their investments to fail.

 Clayton Christensen introduced the concept of disruptive innova-
tion in his classic book The Innovator’s Dilemma. These tend to be new 
approaches to old products and services.

• Breakthrough Innovation Often, a particular field has trouble moving 
forward because they need a new approach. That’s why breakthroughs 
often come from newcomers.

Table 12.1 4 different types of innovation

Problem 
definition

Well 
defined

Breakthrough innovation
(Mavericks, Skunk works
Open innovation)

Sustaining innovation
(Roadmapping, R&D Labs,
Engineering, Acqusitions)

Not well 
defined

Basic research
(Research divisions, Academic
partnerships, Conferences)

Disruptive innovation
(VC Model, Innovation 

labs, Launchpads)

Not well defined Well defined

Domain definition
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Thomas Kuhn called this ‘revolutionary science’ because it involves a paradigm 
shift. In this case, the problem is well defined, but the path to the solution is 
unclear, usually because those involved in the domain have hit a wall.

We like to think of “Breakthrough Innovation ” as “Invention ”, primar-
ily because there appears to be a qualitative difference between an invention 
(paradigm shift) and an innovation (shift in context)—as described in the 
previous section on cognitive horizons.

Therefore, we can use an Innovation Matrix, to classify various organiza-
tions. For example, Apple would be considered an example of an organiza-
tion within the Sustaining Innovation category. Google would be classified 
the category of Disruptive Innovation, whereas “parc” (formerly known as 
XEROX Parc) would be classified in the Basic Research category. While this 
somewhat of a coarse classification, it nevertheless helps in determining the 
nature of the project under consideration and the kind of resources (and 
associated timelines) that may be necessary to achieve a successful conclu-
sion for the project.

One must not underestimate the effort, funding and people that may eas-
ily be consumed by an AI project for a very long time. For example, neural 
networks were a concept that began in the 1940s, then later revisited by the 
likes of Marvin Minsky and Seymour Papert in the 1960s. Geoffrey Hinton 
and in team worked through the so-called AI winter during the 1980s and 
we are now just beginning to see the fruits of the culminated efforts starting 
in the early 2000s.

Notwithstanding, it is important to mention that many of the systems 
today have already been industry proved, and despite the common hype that 
typically surrounds AI many of these systems are not only in use today, but 
have been part of our society for the last couple of decades. For example, we 
have been using neural network technologies to perform automatic recogni-
tion of handwritten checks on behalf of banks all over the world [9].

Four Leadership Principles and the Issue 
of Ethics and Jobs

In a recent article, Klaus Schwab [10] begin his article with the following 
profound thought:
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Every day we see the emergence of new technologies. And every day we see 
a widening gap between progress and society’s ability to cope with its conse-
quences. Whether it is an impending shift in the nature of work as technology 
changes production systems, or the ethical implications of reengineering what 
it means to be human, the changes we see around us threaten to overwhelm 
us if we cannot collaborate to understand and direct them.

and he proposes four principles that he believes should guide our policy and 
practice as we progress further into this revolution:

1. focus on systems rather than technologies, because the important con-
siderations will be on the wide-reaching changes to business, society and 
politics rather than technologies for their own sake.

2. empower our societies to master technologies and act to counter a fatal-
istic and deterministic view of progress. Otherwise, there is no room for 
optimism and positive transformation, and society’s agency is nullified.

3. we need to prioritize futures by design rather than default. Collaboration 
between all stakeholders must play a central role in how we integrate 
these transformative technologies. Otherwise, our future will be delivered 
by default.

4. focus on key values as a feature of new technologies, rather than as a bug. 
Technologies used in a way that increase disparity, poverty, discrimina-
tion and environmental damage work against the future we seek. For the 
investment in these technologies to be justifiable, they must bring us a 
better world, not one of increased insecurity and dislocation.

and in conclusion Schwab states:

The Fourth Industrial Revolution and the systemic changes it will usher in 
emphasize more than ever the critical need for collaborative engagement 
around increasingly complex and fast-moving issues.

With regard to jobs, there are many predictions, including one by Peter 
Diamandis [11]:

… in the next ten years 40% of today’s fortune 500 companies will no longer 
exist

And in a different article, he states [12]:
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In 2013, Dr. Carl Benedikt Frey of the Oxford Martin School estimated that 
47% of jobs in the US are “at risk” of being automated in the next 20 years.

The figure was recently verified by McKinsey & Company, who suggests 
45% of jobs today will be automated with exponential technologies, such as 
machine learning, artificial intelligence, robotics and 3D printing.

The concept is called technological unemployment, and most careers, from 
factory workers and farmers to doctors and lawyers, are likely to be impacted. 
The impact will likely be even more severe in the developing world.

Most leaders within the AI community, including the leading Artificial 
Intelligence scientist and director of research at Google, who literally wrote 
the book on Artificial Intelligence, is also worried about the elimination of 
many jobs. In a recent interview, he stated:

“I don’t buy into the killer robot [theory],” he told CNBC this week. The real 
worry is how to prepare for the mass elimination of jobs that is surely com-
ing, he said. “I certainly see that there will be disruptions in employment … 
we’ve already seen a lot of change, that’s going to continue,” Norvig said in 
an interview, before a lecture on machine learning at the Stevens Institute of 
Technology. [13]

Schwab [14] once again highlights the far-reaching implications of current 
disruptions to business models and for jobs, and recommends a concerted 
effort by all the stakeholders. Moreover, he provides a description for the 
drivers of change for this disruption:

According to many industry observers, we are today on the cusp of a Fourth 
Industrial Revolution. Developments in previously disjointed fields such as 
artificial intelligence and machine learning, robotics, nanotechnology, 3D 
printing and genetics and biotechnology are all building on and amplifying 
one another. Smart systems—homes, factories, farms, grids or entire cities—
will help tackle problems ranging from supply chain management to climate 
change.

Many complex questions have emerged over the last few years, regarding our 
society of human beings, such as questions regarding ethics and well-being 
of the society when considered as a whole rather than the well-being of an 
individual member of that society. It is clear that much debate is needed 
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before we, as human beings, decide on the collective form our society will 
take in the near future.

AI and Machine Learning Driving Inventions 
in Hardware

There are a number of contenders in this space, however, the two main ones 
are Quantum Computing and Neuromorphic Computing—both of which we 
have described in Chap. 2. Neuromorphic computing is a new and novel uni-
versal model for computation that is closely aligned with the natural structure 
of a neural network. Moreover, it is an event-driven distributed architecture that 
results in very low power consumption, which added to its ability to scale easily 
makes this a desirable processing component for many researchers within the AI 
field.

Neuromorphic computing is anticipated to gain momentum owing to the 
increasing demand for artificial intelligence. Artificial intelligence is exten-
sively used in nonlinear controls & robotics, language processing, translation 
& chatterbots, and computer vision & image processing, among others. [15]

There are a number of organizations working on products specifically aimed 
at implementing and deploying neural network models that were mentioned 
in the section on Neuromorphic Computing in Chap. 2.

The main alternative hardware architectures include:

• Google’s TPU
• Various flavors of chips from Nvidia [16] and [17], whose CEO recently 

announced that Nvidia will be spending most of its $2.5B R&D budget 
on developing hardware for AI applications.

This is quite different compared to the 3rd Industrial Revolution, where 
hardware was the focus for the industry, and software was developed at a 
later stage, making it particularly difficult task because some of the features 
that may have been omitted meant that the resulting software was both frag-
ile and failed to scale properly.

http://dx.doi.org/10.1007/978-3-319-62479-2_2
http://dx.doi.org/10.1007/978-3-319-62479-2_2
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Final Comment

It is prudent to re-emphasize that the drivers for the 4th Industrial 
Revolution are not individual technologies, but the fusion of a number of 
advanced technologies together with novel problem solving mindsets and 
approaches, which are likely to have a significant impact on businesses and 
society.

For example, generative design combined with machine intelligence tech-
niques by themselves will generate novel design, nevertheless, these designs 
are far too complex to manufacture using conventional techniques—and 
therefore the additive manufacturing techniques (such as 3D printing) play 
a critical role in creating the final product.

The 4th Industrial Revolution is now underway and we can expect to 
see many changes as new technologies mature and reach the marketplace; 
the ever increasing fusion of maturing technologies will enable humanity to 
solve problems that were considered impossible just a decade prior.

We have already mentioned a handful of examples where some organiza-
tions are using artificial intelligence techniques to solve problems for their 
particular business sector, ranging from health, education to legal and cyber 
security. Perceptive organizations are already investing in proof of concept 
studies to determine whether there are any opportunities to utilize not 
just AI technologies, but all the other technologies that are within the 4th 
Industrial Revolution umbrella. These technologies are likely to provide new 
market opportunities, as well as provide a competitive advantage within the 
sector in which the business operates.

The classical notions of data and numerical processing within the 
traditional enterprise architectures are still relevant to the organization 
today (Fig. 12.2), nevertheless, with time we are going to see many more 
advanced technologies reaching maturity and being deployed by vari-
ous organizations and businesses across the globe. Many of these tech-
nologies are quite different to those we have become accustomed to, they 
require a different set of skills and a new mind-set to develop new solu-
tions for problems that we could not solve with today’s technology. It 
would be unwise for any individual, or organization, to retain the belief 
that even those within the technology sector can easily assimilate the  
newer technologies.



304     M. Skilton and F. Hovsepian

This comment is pertinent in the case of software, where the paradigms 
have changed over the years from procedural to object-oriented and now the 
ever-increasing adoption of the reactive paradigm. Despite the efforts from 
major vendors and providers, who offer APIs and examples of how these 
newer systems may be utilized, they are often useful for those who already 
understand the underlying technology and who grasp a new way of thinking.

We live in what is possibly the most exciting period in human history, 
where the spectrum of opportunities are only constrained by our ability to 
image what may be possible given the technologies we have described, and 
those that are still within an R&D lab somewhere in the world.

One final remark that we would like to leave with the reader, who is cur-
rently looking at AI and asking themselves: how can I do what I already do 
except do it better, cheaper and faster? That is not the question you should 
be asking, the question you should be asking is: what can I do today that is 
fundamentally different to what I have been doing up until now?

Fig. 12.2 Prediction for the divergent paths of the last two revolutions
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Appendix

Here is a list of languages and frameworks commonly used in machine 
learning.

Languages

See Table A.1.
It is common practice to prototype concepts in a language such as 

Python, then port the solution over to Java or C++ for deployment. Another 
recent development is the availability of cloud-based Machine-Learning-as-
a-Service platforms that include:

• Amazon Machine Learning
• DataRobot
• Google Prediction
• IBM Watson, and
• Microsoft Azure Machine Learning.
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Table A.1 Machine learning languages

Language Comment

Python Python is a general-purpose programming (and 
scripting) language, that has gained popularity 
over the recent years for building machine learn-
ing solutions, however, unlike R and MATLAB, 
the machine learning idioms are not part of the 
language itself, but available through libraries
•  MunPy, ideal for working with array structures, 

typically used in combination with SciPy
• Pandas, for working with small datasets
•  sqlite3, interface for SQLite databases, com-

monly used for annotating and querying
•  SymPy, for undertaking symbolic mathematical 

tasks
• matplot and seaborn, for ploting
•  Django and Flask, for developing web front-

ends
• PyQt, for creating desktop front-ends
Although specialized machine learning libraries 
are available:
•  scikit-learn, which is a convenient API for basic 

machine learning tasks
•  Theano, for implementing machine learning 

algorithms that can distribute across many cores 
(such as the ones available in modern GPUs)

• TensorFlow, for doing any kind of heavy-lifting
The biggest advantage Python has over other 
comparable languages in this list, is that Python 
can be used to build complex end-to-end solu-
tions

MATLAB/Octave MATLAB is very popular within the research com-
munity, primarily because of its ability to handle 
complex mathematical expressions, symbolic com-
putation and an extensive collection of toolboxes 
that offer support for different fields, ranging 
from computational biology to deep learning 
algorithms
Octave is a free alternative, it has a less mature 
IDE and significantly fewer toolboxes

R R is a purpose-built language intended for 
statistical computing, which provides easy access 
to a collection of machine learning algorithms 
through the CRAN repository

(continued)
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Table A.1 (continued)

Language Comment

Java/Scala Many practicing software engineers are familiar 
with Java, and therefore it is common to find 
it being used due to its platform independence 
using JVMs

C/C++ In the case of embedded smart systems, that 
require the integration of devices and sensors, it 
often becomes necessary to use a language that 
is intended for developing low-level software, 
where computational efficiency and the efficient 
use of memory are critical. Machine learning 
libraries are available for this family of languages, 
however, they are quite specialized in nature
•  Recommender, is a C library for product recom-

mendations/suggestions using collaborative 
filtering

•  OpenCV, is an excellent toolkit for developing 
any kind of machine vision software. It has C++/C, 
Python, Java, C# and MATLAB interfaces and sup-
ports Windows, Linux, Android and Mac OS/X

•  CUDA, contains a very fast C++/CUDA imple-
mentation of convolutional (Deep Learning) 
algorithms

•  Kaldi, is an open source toolkit for speech rec-
ognition using C++ (Apache 2.0 license)

Julia Julia is a very new language that tries to com-
bine the flexibility of high-level languages, such 
as MATLAB and Python, while maintaining the 
speed of a low-level language such as C

Go Go is an open-standard language created by 
Google, and initially intended to implement 
Google's infrastructure, nevertheless, it is early 
days yet and we could easily see many projects 
using Go to implement machine learning solu-
tions where historically they may have used Java/
C++
•  Go Learn, is an actively maintained, open-source 

(MIT License) machine learning package for Go

.NET C#.Net if often utilized to build Computer Vision 
and general-purpose machine learning software 
on the Microsoft platform
•  Emgu CV, cross platform wrapper of OpenCV 

which can be compiled in Mono to run on Win-
dows, Linux, Mac OS X, iOS and Android

(continued)
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Frameworks

See Table A.2.

Table A.1 (continued)

Language Comment

Family of Functional languages There are a number of functional languages that 
are used within the realm of machine learning, 
including the second oldest programming lan-
guage in existence today, namely, LISP
Common Lisp:
•  Mgl, Neural networks (including Boltzmann 

Machines, Feed-forward and Recurrent Neural 
Networks), Gaussian Processes

•  mgl-gpr, for building solutions that may require 
Evolutionary algorithms

• cl-libsvm, wrapper for Support Vector Machines
Clojure:
•  Clojure-openNLP, is used for Natural Language 

Processing
Haskell:
•  LambdaNet, is a purely functional neural net-

work library implemented in Haskell, and useful 
for building rapid prototypes of neural net-
works in Haskell (open-source MIT License)

Table A.2 Machine learning frameworks

Software  
(license type)

Operating systems Interface (language 
used to implement)

Comments/URL

Apache Singa 
(Apache 2.0)

Linux,
Mac OS X,
MS Windows

Python, C++,
Java
(C++)

Singa is focused on dis-
tributed deep learning, 
by partitioning the model 
and data, it can parallel-
ize the training
http://singa.incubator.
apache.org/en/index.html

(continued)

http://singa.incubator.apache.org/en/index.html
http://singa.incubator.apache.org/en/index.html


Appendix     311

(continued)

Software  
(license type)

Operating systems Interface (language 
used to implement)

Comments/URL

Apache 
Spark/Mlib 
(Apache 2.0)

Standalone  
Deploy Mode 
(deploy Spark  
on a private  
cluster)
Amazon EC2
Apache Mesos
Hadoop YARN

Java, Scala, Python, 
R (Scala)

Mlib is a distributed 
machine learning frame-
work that sits on top 
of Spark Core, which is 
almost 10x faster than 
disk-based implementa-
tions used by Apache 
Mahout and 100x faster 
than MapReduce. This 
is primarily due to the 
distributed memory-
based Spark architecture 
that provides an interface 
for programming entire 
clusters with implicit data 
parallelism and fault-
tolerance

Caffe
(BSD License)

Linux, Mac OS 
X, MS Windows

Python,
MATLAB
(C++)

Deep learning framework 
geared towards image 
classification
http://haffe. 
berkeleyvision.org

Deeplearn-
ing4j
(Apache 2.0)

Linux,
Mac OS X,
Android,
MS Windows

Java, Scala, Clojure, 
Python (Java)

Deeplearning4j allows for 
fast prototyping for non-
researchers, and aims to 
be customizable at scale
https://deeplearning4j.
org

Encog
(Apache 2.0)

Linux,
Mac OSX,
MS Windows

Java, C#,
GPU/CUDA, C/C++
(Java, C++)

Encog is a machine 
learning framework that 
supports a variety of 
algorithms that support 
various kinds of neural 
networks
http://www.heatonre-
search.com/encog
https://github.com/encog

H2O
(Apache 2.0)

Linux,
Mac OS X,
MS Windows

Java, Scala, Python, 
R
(Java)

H2O scales statistics, 
machine learning and 
math over Big Data
https://www.h2o.ai

Table A.2 (continued)
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Software  
(license type)

Operating systems Interface (language 
used to implement)

Comments/URL

Keras
(MIT License)

Linux,
Mac OS X,
MS Windows

Python
(Python)

A Theano based deep 
learning library for 
Theano and TensorFlow
https://keras.io

Microsoft Cog-
nitive Toolkit
(MIT License)

MS Windows,
Linux
(OSX via Docker)

Python, C++,
BrainScript
(C++)

Previously known as 
CNTK, it is an open-
source toolkit with a vari-
ety of use cases (projects)
https://www.microsoft.
com/en-us/research/prod-
uct/cognitive-toolkit/

MATLAB (Pro-
prietary)

Linux,
Mac OS X,
MS Windows

C++, Java, C#,
Python
(C++, Java)

Programming lan-
guage developed by 
MathWorks, primarily 
intended for numeri-
cal computation, but 
has extensive symbolic 
computing abilities with 
extensive support for 
machine learning
https://www.mathworks.
com/

MXNet 
(Apache 2.0)

Linux,
Mac OS X,
AWS, iOS,
Android,
MS Windows

C++, Python,
Matlab, Go, Scala, 
Julia, JavaScript, R
(C++)

Allows you to define, 
train and deploy deep 
neural networks
https://mxnet.io

Neural 
Designer (Pro-
prietary)

Linux,
Mac OS X,
MS Windows

Graphical user 
Interface (C++)

Software tool for data 
analytics based on neural 
networks
http://neuraldesigner.com

Nengo (Cus-
tom)

Linux,
Mac OS X,
MS Windows

Python, Java, 
OpenCL, (Java)

Free for personal use, 
but licensing required 
for commercial purposes. 
Runs on neuromorphic 
hardware - SpinNaker
http://nengo.ca

OpenNN
(GNU LGPL)

Cross-platform C++
(C++)

OpenNN (not to be con-
fused with OpenAI) is a 
C++ library that imple-
ments neural networks
http://www.opennn.net

Table A.2 (continued)
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Table A.2 (continued)

Software  
(license type)

Operating systems Interface (language 
used to implement)

Comments/URL

RNNLIB
(GNU GPLv3)

Linux,
Mac OSX

C++ (C++, Python) It is a recurrent neu-
ral network library 
for sequence learning 
problems
https://sourceforge.net/
projects/rnnl

TensorFlow 
(Apache 2.0)

Linux,
Mac OS X,
MS Windows

Python, C++, Java, 
Go, Haskell (C++)

Open source library for 
computation using data 
flow graphs for scal-
able machine learning, 
originally developed by 
the Google Brain team 
at Google.Runs on many 
kinds of CPUs, GPUs 
and the new TPU from 
Google
https://www.tensorflow.
org/

Theano
(BSD License)

Cross-platform Python
(Python)

A Python framework 
for fast computation of 
mathematical expressions
http://deeplearning.net/
software/theano

Torch
(BSD License)

Linux,
Mac OS X,
Android, iOS
MS Windows

C via LuaJIT (C, Lua) A utility framework 
for C++/OpenCL (has 
an underlying C/CUDA 
implementation) with 
wide support for machine 
learning algorithms
http://torch.ch

Weka 3
(GNU GPL3)

Linux,
Mac OS X,
MS Windows

C#, Groovy, Java, 
Python (with limita-
tions) (Java)

A collection of machine 
learning algorithms 
mainly focused on data 
mining kinds of tasks
http://www.cs.waikato.
ac.nz/ml/weka

Wolfram 
Mathematica 
(Proprietary)

MS Windows,
Mac OS X,
Linux

Java, C++, OpenCL, 
CUDA            (C++)

A full mathematical 
symbolic computation 
software, that includes 
support for machine 
learning algorithms
http://www.wolfram.com/
mathematica

Appendix     313

https://sourceforge.net/projects/rnnl
https://sourceforge.net/projects/rnnl
https://www.tensorflow.org/
https://www.tensorflow.org/
http://deeplearning.net/software/theano
http://deeplearning.net/software/theano
http://torch.ch
http://www.cs.waikato.ac.nz/ml/weka
http://www.cs.waikato.ac.nz/ml/weka
http://www.wolfram.com/mathematica
http://www.wolfram.com/mathematica


315© The Editor(s) (if applicable) and The Author(s) 2018 
M. Skilton and F. Hovsepian, The 4th Industrial Revolution,  
https://doi.org/10.1007/978-3-319-62479-2

Backpropagation algorithm 171. See 
also Backproagation

Convolutional Neural Networks 175
Deep Learning networks using RBM 

171
Feed-forward networks 162
Hidden units 161, 166–172
Hopfield network 165–167
Multi-layer perceptron 164, 182
Neural network architectures 159, 

161
Partition function 167, 169
Recurrent neural networks 164–166, 

183, 184, 310
Reinforcement Learning 121, 129, 

131, 137, 156, 183, 184
Restricted Boltzmann machines 

(RBM) 171
Visible or observable units 167

Agent Development Methodologies 
111

Amdahl’s law 41
Apollo 19, 20, 21, 28
Appendix, AI languages and frame-

works 307
Approximate Inference 186, 187

0–9
1st and 2nd Industrial Revolution 7, 

8, 30
3D printing 13, 22, 31, 39, 40, 63, 

64, 258, 282, 301, 303. See also 
Additive Manufacturing

Adidas 3D printed 40, 64
Human tissue 40
Jet engine parts by GE 40

3rd Industrial Revolution 6, 8, 16, 19, 
20, 21, 260, 294, 302

4th industrial Revolution 3, 4, 6, 9, 
14–16, 19, 22–24, 29–31, 33, 
34, 36, 48, 49, 53–55, 57–59, 
76, 191, 204, 208–210, 220, 
225, 231, 236, 238, 247, 248, 
250–255, 258–260, 262, 270, 
293, 294, 303

A
Additive Manufacturing 13, 26, 39, 40, 

63, 303
Advanced Neural Networks 132, 159

Activation functions 162, 165
Associative memory 165

Index



316     Index

Byzantine Generals problem 53, 67
Double spending problem 53
Healthcare 51, 66
IoT Security 35, 52
Land Registry 51
Legal 52, 67
Pharmaceutical Supply chain secu-

rity 52
Real Estate 51
Smart contracts 50, 51, 67, 201
Taxation 51
Utilities 51, 67

Boltzmann Machines 166, 167, 169, 
170, 171, 183, 186, 310

Bostrum, Nick 234
Brin, Sergey 29, 30, 60, 61, 192
Brookes, Rodney 233
Brynjolfsson, Erik 21, 28

C
Case Studies 269

Aeronautical engineering design 282
Building condition monitoring 278
Building design 283, 291
Continuous wellbeing monitoring 

276
Crowd sourcing 286
Energy and utility ecosystem 287
Fake news in social networks 279
Furniture design 281
Gaming 271
Generative design 280
Healthcare (Skin cancer cell recogni-

tion) 275
Intelligent energy assistant 288
Knowledge advice (chat bots) 274
Medical condition assistant 276
Racing Car Generative Design 280
Robotic assessment of water pipes 

289
Security and identity management 

273

Artificial intelligence 16, 21, 23, 24, 
29, 30, 31, 33, 34, 36, 59–61, 
69, 72, 76–78, 91, 93–96, 
115, 118, 119, 194, 196, 199, 
209, 224, 227–229, 231, 232, 
234–236, 238, 241–243, 250, 
253, 259, 260, 263, 269–270, 
285, 286, 287–303

Dartmouth Conference 76
Definition 77

Artificial Neural Networks 135
Learning rules 137, 172
Machine learning lifecycle 140
Reinforcement learning 121, 129, 

131, 137, 183, 184
Supervised learning 125, 129, 130, 

131, 137, 141, 149, 150, 154, 
183, 184, 185

Unsupervised learning 129, 130, 
137, 149, 183, 184

Augmented Reality 31, 38, 39, 63, 
202, 203, 258

AutoCAD Dreamcatcher 280, 281, 
282, 283

Automated machine to machine 12

B
Backpropagation 159, 171, 172, 187
Backpropagation algorithm 171
Bayesian learning 150

prior and posterior probability 88, 
150

Bayesian statistics and probability 
theory 87

Bayes’ Rule 88, 89
Bengio, Yoshua 185, 186
Biochips 40

Nanomorphic cells and DNA 47
Biometrics 37, 126, 207
Bitcoin 51, 67, 216
Bletchley Park 17, 72, 95
Blockchain 49–53, 67, 201, 205, 219



Index     317

Taxonomy 182
Zero padding 180

Cray, Seymour 40, 64
CRISPR 30, 61
Cross-cutting concerns 12, 58, 59, 191, 

250
Cryptocurrency 51, 67
Cybernetics 36, 61, 74–76, 100. See 

also Norbert Weiner
Cyber-physical Systems 4, 9, 11, 12, 

25, 26, 39, 55, 212
Cyber Reasoning System (CRS) 213, 

225
Cyber Security. See Security

D
Daimler, Gottlieb 8, 25
Decision Trees 122, 141, 142, 157
Decision Trees, Algorithms (C4.5, 

CART) 146
Entropy and information 143
Pros and Cons 147
Random Forests 146
For regression 146

Deep Blue 17, 18, 27
Deep Fritz 18
Deep Learning 29, 34, 118, 121, 129, 

132, 134, 141, 159, 171, 185, 
186, 196, 197, 199, 200, 224, 
227, 229, 230, 243, 271, 272, 
273, 275, 276, 285, 308–312

Bias and variance trade-off 133
Networks using Restricted Boltz-

mann Machines 171
One of the Big Issues 197
Rise of Deep Learning 196
Taxonomy 182

De Martinville, Édouard-Léon Scott 38
Deutsch, David 42, 64
Digital Camera 38, 62, 216
Digital Divide 9
Digital Marketplace 8

Self-driving automobiles 284
Surveillance 272
Virtual assistant in medical services 

274
Charlie Muirhead and Tabitha Golds-

taub 201
China 5, 6, 18, 24, 27, 37, 195, 246, 

251, 252, 255, 257, 265
Church, Alonzo the λ-calculus 71
Church-Turing Thesis 71
Cloud computing 32, 33, 191, 193, 

194, 218, 287
Cognitive Horizon 228, 243, 294–297, 

299, 305
Definition 295

Cognition 69, 80, 81, 83, 104, 150, 
186, 294

Concepts and categories 81
Family resemblance 81
Prototypes 81

CognitionX (algorithm broker) 201, 
205

Colonization 5
Computer Integrated Manufacturing 

10, 63
Computing as public utility 32
Conceptual Spaces 82, 95
Context aware computing 37
Control and computation 37
Convolutional Neural Networks 

(CNN) 175, 182
Activation map 179
Convolutions Layer 178
Cross-correlation 177
Depth 180
Feature map 176
Full connection layer 182
Hyperparameter 180
Max pooling 181
Pooling layer 178, 181
Receptive field 179, 180
Stride 180, 181



318     Index

Furber, Steve 46, 66
The fusion impact of physical, digital 

and biological domains 53
Fuzzy Agents 109
Fuzzy Logic 91

G
Gärdenfors, Peter 82, 95
General Recursiveness 71
Gill, Helen 9, 25
Gödel, Kurt 33, 61, 69, 70, 71, 75
Google Glass 39, 63
Google TPU 302, 305, 313

H
Hewitt, Carl 234, 244
High-Tech Strategy 2020 for Germany 

9–10
Hinton, Geoffrey 166, 171, 182, 185, 

186, 299
Human Brain Project, SpiNNaker 46, 

47, 312
Human-Computer Interaction 13
Hybrid 37, 49, 186, 201, 204
Hybrid AI 201

I
Industrie 4.0 4, 9, 10, 12, 25, 55, 208
Inference 73, 79, 83, 84, 89, 90, 

91, 109, 113, 114, 129, 170, 
185–187, 297

Approximate 186, 187
Inference Engine 91, 170
From unseen properties 82. See also 

Reason, Reasoning
Innovation 10, 19, 21, 22, 50, 67, 242, 

262, 283, 285, 295, 296, 297, 
298, 299, 305

Innovation Matrix 297
Intelligent Agents 99, 104, 108, 109, 

111, 118, 119, 123, 139, 183, 
295

Digital Revolution 6, 8, 21, 22, 30, 31, 
32, 48

Digital Twin 12, 13, 39, 203
Digital Workforce 8

E
Eliasmith, Chris 47, 68
Energy 3, 4, 6, 7, 8, 11, 12, 15, 16, 19, 

23, 25, 26, 35, 36, 41, 45, 48, 
49, 51, 55, 62, 102, 123, 127, 
128, 166–169, 200, 201, 202, 
205, 215, 220, 236, 238, 239, 
245–266, 287, 288, 291

Entscheidungsproblem 65, 70, 71
Ethereum 51
Ethics and AI 224, 227

Change in the 4th Industrial Revo-
lution 238

Framing 227
Great depression and impact of 

technology 237
Happiness 232
Illusion of transparency 228
The issue of jobs 299
Lamarkism 235
Legal status of robots 239
Modularity and cybernetic feedback 

233
Policy Design 240
Social framework 240
Superintelligence 234–236
Top-down vs. bottom-up thinking 230
Well-being 231

F
Feynman, Richard 26, 33, 41, 45, 61, 

64
Foundation for Intelligent Physical 

Agents (FIPA) 115–117, 119
Fourth Industrial Revolution 9, 25, 

300, 301, 305. See also 4th Indus-
trial Revolution

Frey, Carl Benedikt 23, 301



Index     319

Kay, Alan 294, 297, 305
Kilburn, Tom 40
Kramnik, Vladimir 18
Krzanich, Brian 41

L
Leadership principles 299, 305
Learning Based on Regression Methods 

153
LeCun, Yann 178, 182, 185–187
Legal 30, 52, 67, 69, 102, 127, 191, 

192, 199, 204, 228, 239, 244, 
303

Leibniz, Gottfried 69
Libratus 271, 272
LiDAR 3D scanner 39, 63, 202
The Lighthill Report 77, 95

M
Machiavelli 17, 72
Machine Learning 11, 22, 23, 29, 30, 

40, 41, 44, 61, 110, 118, 121, 
141, 142, 146, 153, 156, 157, 
159, 176, 185, 186, 191–197, 
200–205, 209, 213, 214, 217, 
219, 220, 224, 230–233, 236, 
242, 243, 259–263, 270–307

AI 33, 34
Bias and Variance 141, 142
Biological neuron 125
Building a Neural Network 138
Cognitive perspective 121
Example applications 125
Frameworks and Languages 184, 

307–313
Lifecycle 139
Paradigms 129
Types of learning problems 127
Types of Machine Learning Algo-

rithms 141, 142
Machine to machine 9, 12, 13, 56, 213
Machine reasoning 203, 204

Agent Architecture 91, 105
Agent behavior 101
Agent Development Methodologies 

111
Agent Programs 101, 105, 107, 110
Components of Agent 100, 105–

111
Critic 107, 184
Fuzzy agents 109
Knowledge-based agents 108
Learning agents 107, 108, 184
Model-based agent 106, 107
Multiagent 99, 103, 104, 110, 111, 

114, 117, 118, 119
Performance element 107, 108
Rational Agent 101–103
Reasoning 101, 108–111, 113, 115, 

122
Sense vs. perceive 104
Software agents 33, 101
Structure of agents 105
Task environment 102, 103

Internet of People 10, 11, 195
Internet of Things 9, 10, 11, 13, 14, 

25, 26, 31, 33, 34, 35, 54, 62, 
118, 194, 216, 223, 225

RFID 10, 34, 35, 49
Invention 4, 33, 46, 124, 295, 296, 

297, 299, 302
IoT 10, 11, 14, 31, 34–36, 54, 62, 67, 

192, 194, 195, 203, 208, 223, 
226, 273, 287

Legal 52
security 52
Supply Chain 52

J
Joy, Bill 230, 243

K
Kamkar, Samy 224
Kasparov, Garry 17, 27



320     Index

Ecological consequences 252
Ecosystem dependencies 260
Emissions gap 257, 265
Food-Energy-Water-Climate Para-

dox 251
Hydrogen 248, 249, 263
Planetary resource limits 254
Population paradox 253
Tesla 285, 287, 291

Powerwall 249, 264
Whole systems thinking 261

Nearest Neighbor, k-nearest neighbour 
algorithm 131, 132, 147, 148

Near Net Manufacturing 39, 40
Nengo 47, 66, 312
Neuromorphic Computing 45, 46, 47, 

66, 302, 305, 312
Newcomen, Thomas 7, 15, 25, 26
A new kind of network 191

Lack of visibility 197
Legal and technical issues 192
Machine reasoning 203
Rise of augmented reality 202
Rise of deep learning 196
Shape of the Internet 202
Value topology 195

Noise 94, 133, 274
Noise cancelling chips 46
Nvidia 291, 302, 305

O
Osborne, Michael A. 23, 28
Outcome Driven 12, 230

P
Page, Larry 192
Paradoxes 16, 57, 58, 253
Perceptrons 124. See also Machine 

Learning
Phonautograph 38
Problem solving strategies 91–94

Machine reasoning, proof assistants 203
Mathematical models and predictions 

90
McCarthy, John 32, 33, 69, 70

Branches of AI 79
Definition of Artificial Intelligence 

77
Four areas of research 77
Dartmouth Conference 76
The Lighthill Report 77
What is artificial intelligence? 78

McCulloch, Warren S. & Pitts, Walter 
69, 70, 74, 75, 95, 124, 157

Cybernetics 74
How We Know Universals, Logical 

Calculus 95
Neural Networks 124

McNealy, Scott 8
Mead, Carver 45, 46, 65, 297, 305
Michie, Donald 17, 72, 77, 94
Microelectronics 21, 46
Microsoft HoloLens 39, 63
Minsky, Marvin 33, 69, 76, 124, 157, 

161, 186, 299
Minsky & Papert’s Group invariance 

theorem 161
Mitchell, Tom 21, 28, 157
Mixed Reality 38, 39
Moore’s Law 19, 41, 46, 49, 53, 64

N
Naïve Bayes 150, 153
Nakamoto, Satoshi 49, 67
Nanotechnology 9, 13, 26, 31, 40, 41, 

301
NASA 16, 19, 25, 27, 44, 265
National Physical Laboratory 73
Natural resources 3, 5

Fossil fuel 245, 247, 262
Carbon Capture 248
Climate change 16, 23, 238, 245, 

246, 248, 250–257, 262–265, 
301



Index     321

Security 11, 12, 23, 25, 33, 35, 36, 
44, 49, 52, 56, 59, 67, 116, 117, 
126, 191, 207–215, 218–226, 
238, 246, 252, 263, 272, 273, 
279, 303

Algorithms as attack vector 224
Attack surface 210, 223
Blockchain 219
Connected car cyber-attack 221
Creative Deviousness 223
Cyber not information security 211
Cyber-physical space 212
Dangerous space 209
Eggs in one basket 207
Fingerprint recognition 207
Future of cyber-attacks and AI 217
Narrative engineering 220
OODA loop 214, 215, 226
Perimeter is the wrong way to think 

210
Security by design 222
Slow things down 215
Smart homes 220
World’s First All-Machine Cyber 

Hacking Tournament 213
Shuttle 20
Smart

Appliances 220, 260
Cities 11, 248, 260, 286
Contracts 50, 51, 67, 201
Factory 9, 12, 58
Homes 194, 202, 220, 260
Meter 200, 201, 260
Products 10
Sensors 37
Systems 209, 210, 301, 309
Things 118
Watch 276, 277
Wearables 11

Steam Engine 7, 15
Subjective interpretation of probability 

88

Q
Quantum Computing 9, 31, 40–44, 

65, 302
D-Wave 44
IBM Q 44
Market size 44
Quantum Turing Machine 44
Qubit 42–44, 65
Superposition and entanglement 42

R
Reason (reasoning) 46, 69, 70, 72, 79, 

80, 82–94, 99, 101, 108–113, 
115, 122, 131, 185, 234, 295

Abductive inference 83, 84
Deductive inference 83
Inductive inference 83
Normative vs. Descriptive 85
Scientific 90. See also Machine 

Reasoning
Reasoning  Systems 91. See also Cyber 

Reasoning Systems
Restricted Boltzmann Machine (RBM) 

169, 170, 171, 183
The Rise of Intelligent Systems 31, 55, 

56
Robotics 19, 21, 30, 34, 35, 36, 37, 40, 

62, 63, 233, 239, 244, 263, 284, 
301, 302

Rosch, Eleanor H. 80, 82, 95
Rosenblatt, Frank 69, 124, 157
Rule-based, expert system 91

S
Sasson, Steve 38, 62
Satell, Greg 298
Saturn V 16, 20
Schmidt, Eric 293, 305
Schmitz, John 49, 67
Schwab, Klaus 9, 25, 29, 30, 53, 57, 

60, 61, 299–301



322     Index

Ratio Club 75
Sense Organs 74
Turing Machine 44, 48, 70, 71, 75, 

165
Turochamp 72

U
Ubiquitous Computing 10, 37

V
VAuth 273
Virtual Reality 31, 38, 39, 63, 203

W
Weiner, Norbert 34
Winston, Patrick 228, 243
Woods, David 19, 28
World in 2050 21, 22, 23, 28, 246, 

247, 252, 255, 264

Sunway TaihuLight 18, 27
Sutherland, Ivan 38, 39, 63
Sword of Damocles 38

T
Taxonomy 78, 182, 183
Theories and Models 85, 289
Total Cost and Operational Lifecycle 

12
Transformation 4–7, 19, 23, 24, 53, 

55, 57, 58, 59, 75, 93, 161, 192, 
231, 237, 261, 300

of computation 16
of energy 15, 26
of Skills, Jobs, Work, etc. 58

Turing, Alan 7, 33, 61, 63–65, 69–78, 
91, 94, 95, 124, 161, 165, 186, 
294

Can machines think? 73
Child machine 72, 73, 294
The ‘imitation game’ 73
Intelligent Behaviour different to 

computation 74


	The 4th Industrial Revolution
	Notes on Advisors
	Foreword
	Preface
	Acknowledgements
	Contents
	About the Authors
	Abbreviations and Acronyms
	List of Figures
	List of Tables

	Part I The Era of Intelligent Systems
	1 The 4th Industrial Revolution Impact
	Introduction
	The Four Industrial Revolutions
	The 1st and 2nd Industrial Revolutions
	Beyond the Digital Revolution
	The 4th Industrial Revolution
	Industrie 4.0
	Internet of Things
	Cyber-Physical Systems
	Micro-and Nano Scale Technology
	Macro Scale Technology
	The New Fusion of Physical, Digital and Biological Domains in the 4th Industrial Revolution
	Harnessing the Transformation of Energy
	1st Industrial Revolution
	3rd Industrial Revolution

	Harnessing the Transformation of Computation
	After the Apollo Moon Landing Era
	The World in 2050
	Summary
	Notes and References

	2 The Technology of the 4th Industrial Revolution
	Introduction
	The New Technologies of the 4th Industrial Revolution
	Cloud Computing Multisided Platforms
	Machine Learning and Artificial Intelligence
	Internet of Things, Micro-Electro-Mechanics and Bio Sensor Tech
	Robotics
	Virtual Reality, Augmented Reality and Mixed Reality
	3D Printing, Additive Manufacturing and Near Net Shape Manufacturing
	Quantum Computing, Nanotechnology and Biochips
	Quantum Computing
	Neuromorphic Computing
	Biochips

	Blockchain
	The Fusion Impact of Physical, Digital and Biological Domains
	The Rise of Intelligent Systems
	Paradoxes of the 4th Industrial Revolution
	4th Industrial Revolution Technologies
	4th Era Transformation of Skills, Jobs, Work and Things
	Degree of Automated Interconnected Industries
	Cross-Cutting Concerns

	Summary
	Notes and References

	3 Introduction to Artificial Intelligence and Cognition
	Introduction
	Turing, McCulloch and John McCarthy
	Alan M. Turing

	Warren S. McCulloch & Walter Pitts
	John McCarthy: The Dartmouth Conference
	John McCarthy: The Lighthill Report
	Definition for the Term “Artificial Intelligence”

	John McCarthy: Branches of AI
	A More Modern Definition
	Introduction to Cognition
	Concepts: Individuals and Categories

	Aristotelian Categories
	Family Resemblance Categories
	Prototypes

	Unclear Boundaries or Cases
	Conceptual Spaces
	Inference of Unseen Properties from Seen Properties
	Reason and Reasoning
	Theories and Models
	Are Models Useful?

	Bayesian Statistics and Probability Theory
	Classical Probability
	Subjective Probability

	Scientific Reasoning—Mathematical Models and Predictions
	Reasoning Systems
	Problem Solving Strategies: The Search Space and Algorithms
	Summary
	Notes and References

	Part II Intelligent Agents, Machine Learning and Advanced Neural Networks
	4 Intelligent Agents
	Introduction
	Agent
	Agent Behavior
	Software Agent

	Rationality
	Task Environments
	Sense vs. Perceive
	Structure of Agents
	Agent Programs
	Simple Reflex Agent
	Model-Based Reflex Agent

	Learning Agents
	Knowledge-Based Agents
	Intelligent Agents
	Fuzzy Agents

	Multiagent
	Agent Development Methodologies
	Gaia
	BDI
	ASEME
	MaSE and ADELFE

	Foundation for Intelligent Physical Agents (FIPA)
	Support Tools
	Summary
	Notes and References

	5 Machine Learning
	Introduction
	Machine Learning: A Cognitive Perspective
	Weight Adjustment

	Induction
	Clustering
	Neural Computation
	Typical (Biological) Neuron
	The Computational Simplification of a Biological Neuron
	A Simple Example: Perceptrons

	Example Applications of Machine Learning
	When to Apply Machine Learning
	Types of Learning Problems (for machine learning)

	Machine Learning Paradigms
	Supervised Learning
	Unsupervised Learning
	Reinforcement Learning
	Memory-Based Learning
	Model-Based Learning
	Deep Learning

	Bias and Variance
	Artificial Neural Networks
	Learning Rules

	Supervised
	Reinforcement Learning
	Unsupervised Learning
	Building a Neural Network
	Machine Learning Lifecycle
	Machine Learning Algorithms
	Decision Trees
	Entropy and Information
	Decision Tree Algorithms

	Cart
	C4.5
	Terminating Criteria
	Decision Trees for Regression
	Random Forests
	Pros and Cons of Decision Trees

	Nearest Neighbor
	Clustering Algorithms
	Bayesian Learning
	Naïve Bayes
	Learning Based on Regression Methods
	Logistic Regression
	Summary
	Notes and References

	6 Advanced Neural Networks
	Introduction
	Multi Layer Perceptrons
	Neural Network Architectures
	Activation Function
	Feed-Forward Networks
	Special Kind of 2-Layer Networks
	Recurrent Neural Network
	Associative Memory
	Hopfield Network
	Boltzmann Machines
	Deep Learning Networks Using Restricted Boltzmann Machines
	Backpropagation Algorithm
	Convolutional Neural Networks (CNN)
	Reinforcement Learning
	Machine Learning Frameworks and Languages

	Summary
	Notes and References

	Part III The Cross-cutting Concerns of Artificial Intelligence
	7 Impact of Architecture on Intelligent Systems
	Introduction
	A New Kind of Network
	The Nature of the Internet is Changing
	The Value Topology is Changing
	The Rise of Deep Learning
	One of the Big Issues of Deep Learning
	It’s a Bit Like Learning to Ride a Bicycle
	We Do not Have to Understand All the Detail
	It is Like Being on Venus
	Behind the Meter and in Front of the Meter
	Multi-Algorithms and Hybrid AI
	What is the Shape of the Internet to Come?
	The Rise of Augmented Reality
	Machine Reasoning
	Summary
	Notes and References

	8 Impact of Security on Intelligent Systems
	Introduction
	All Eggs in One Basket
	Protecting the World We Want
	What Is a Dangerous Space?
	Focusing on the Adaptive Parts of a Space
	Cyber Security Homunculi
	Perimeter Is the Wrong Way to Think About Cyber Security
	Cyber Is not Information Security
	It Is a Cultural Overhang
	Cyber-Physical Systems CPS to Cognitive Cyber-Physical Systems CCPS
	World’s First All-Machine Cyber Hacking Tournament
	The Tempo of OODA Loops
	Try Throwing Some Treacle in!
	Attacking at 1.2 Terabytes Per Second
	Digital Judo and Boiled Frogs
	Shooting Fish in a Barrel and the Future of Intelligent Machine Cyber Attacks
	Cyberattacks at Scale and Resilience Against Shocks
	How Do You Plan for This and Lessons of Blockchain?
	Is that Really a Smart Home?
	The Rise of Narrative Engineering—Human Behavior, Cultural Change and Rhetoric Is the New Cyber Security Skills
	The Case of the Connected Car Cyber Attack
	Are Cyber Security Professionals Involved in Products and Process Design?
	Security-by-Design
	Creative Deviousness
	The Case of Traffic Light Systems
	Algorithms, a New Kind of Cyberattack Vector
	Summary
	Notes and References

	9 Impact of Ethics, Machines and Society on Intelligent Systems
	Introduction
	Reducing the Search Space
	Cognitive Horizon
	Top Down and Bottom up Thinking
	Skills in Coding AI
	Ethics of Access to Education to Participate in and Benefit from Machine Learning
	Objective and Subjective Well-being
	Eudaimonia Happiness: An Alternative to Hedonic Happiness
	Modularity and OOD
	Superintelligence or a Humane Future
	Super Human Performance
	Living like its 1915 the Great Depression and Impact of Technology
	The 4th Industrial Revolution Change is Different
	Transparency and Accountability for Liability in AI and the Legal Status of Robots
	AI and Ethics Policy Design
	Summary
	Notes and References

	10 Impact of Population, Water, Energy and Climate Change on Intelligent Systems
	Introduction
	When will Global Oil Demand Peak?
	Accelerating Demand Destruction
	Learning How to Move to New Low Carbon Economy Technologies
	The Shape of Future Energy Systems in the 4th Industrial Revolution
	Food-Energy-Water-Climate Paradox
	Population Paradox
	We are Fast Reaching the Limits to Planetary Resource Growth
	Climate Change
	Mind the Gap
	Investing in the Right Infrastructure
	The Destruction of the Friction of Distance
	Aligning the Right Incentives in the Capacity to be “Smart”
	The Future of the Kettle and Solar Panels
	The Need for Whole Systems Thinking
	Summary
	Notes and References

	Part IV The Impact of Artificial Intelligence on Business
	11 Example Case Studies of Impact of Artificial Intelligence on Jobs and Productivity
	Introduction
	Example Use Cases in Artificial Intelligence
	Practitioner Classifications of Artificial Intelligence Use Cases in Business
	Gaming Industry
	Deep Neural Network Predicting Unplanned Deceptive Human Behavior Patterns

	Surveillance and Marketing Human Behavior
	Surveillance Tracking Planning and Unplanned Behavior

	Security and Identity Management
	Physiological Pattern Recognition of Human Movement for Identity Management

	Knowledge Advice and Guidance
	Virtual Assistant—Chat Bot to Answer Human Subject Queries

	Healthcare
	Medical Condition Assistant—Skin Cancer Cell Recognition
	Medical Condition Assistant—Wearable Continuous Wellbeing Monitoring
	Knowledge Management Assistance in Medical Services

	Asset Condition Monitoring Maintenance
	Building Condition Monitoring and Maintenance Control

	Surveillance and Security Counter Measures
	Monitoring Social Networks for Fake News

	Automobile Engineering
	Racing Car Generative Design

	Furniture Design
	The Elbo Chair

	Aeronautical Engineering Design
	Partition that Separates the Crew’s Section from the Rest of the Cabin

	Building Architecture Design
	Building Design and Aesthetics

	Automated Transport
	Self-Driving Automobile
	Crowd Sourcing Intelligence

	Energy and Utility Ecosystem Management
	Artificial Intelligence Balance Between Supply & Demand
	Intelligent Energy Assistant
	Intelligent Robots Assessing the Health of Water Pipes

	Summary
	Notes and References

	12 Conclusion
	Cognitive Horizon
	Innovation Matrix
	Four Leadership Principles and the Issue of Ethics and Jobs
	AI and Machine Learning Driving Inventions in Hardware
	Final Comment
	Notes and References

	Appendix
	Languages
	Frameworks
	Index



